
CiteScore

1.6 =

Calculated on 05 May, 2025

CiteScoreTracker 2025

0.7 =

Last updated on 05 December, 2025 • Updated monthly

Source details

Journal of Nonlinear and Convex Analysis
Years currently covered by Scopus: from 2010 to 2025

Publisher: Yokohama Publishers

ISSN: 1345-4773 E-ISSN: 1880-5221

Subject area: Mathematics: Geometry and Topology Mathematics: Analysis Mathematics: Control and Optimization

Mathematics: Applied Mathematics

Source type: Journal

 View all documents ▻  Set document alert  Save to source list

CiteScore 2024

1.6


SJR 2024

0.310 

SNIP 2024

0.459 

CiteScore CiteScore rank & trend Scopus content coverage

2024 

1,107 Citations 2021 - 2024

712 Documents 2021 - 2024



488 Citations to date

654 Documents to date

CiteScore rank 2024

Category Rank Percentile

Mathematics  

#46/111 59th

 

Mathematics  

#111/198 44th

 

Mathematics



Geometry and

Topology

Analysis

 ▻View CiteScore methodology  ▻CiteScore FAQ  🔗Add CiteScore to your site

24/12/68 18:41 Scopus preview - Scopus - Journal of Nonlinear and Convex Analysis

https://www.scopus.com/sourceid/21100286801 1/2

https://www.scopus.com/source/citedby.uri?sourceId=21100286801&docType=ar,re,cp,dp,ch&citedYear=2025,2024,2023,2022&years=2025,2024,2023,2022&pubstageExclusions=aip
https://www.scopus.com/source/search/docType.uri?sourceId=21100286801&years=2025,2024,2023,2022&docType=ar,re,cp,dp,ch&pubstageExclusions=aip
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED


Journal of Nonlinear and Convex
Analysis

| |

Country Subject Area and Category

Mathematics
Publisher

SJR 2024

0.310 Q3

H-Index

39
Publication type

Journals
ISSN

13454773, 18805221
Coverage

2010-2024

Information

Scope

Journal of Nonlinear and Convex Analysis will publish carefully selected mathematical papers
in nonlinear analysis and convexity theory. Papers submitted treating various aspectos of
nonlinear analysis, fixed point theory, game theory, optimization, analysis of set-valued
mappings, partial differential equations, convexity and applications to economics,
mathematics of finance and engineering are particularly encouraged.
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Category Year Quartile

Analysis 2012 Q2
Analysis 2013 Q3

Find similar journals

All quartiles All countries All subject categories

Only Open Access Journals

Download

SJR

The SJR is a size-independent prestige indicator that ranks journals by

their 'average prestige per article'. It is based on the idea that 'all

citations are not created equal'. SJR is a measure of scientific

influence of journals that accounts for both the number of citations

received by a journal and the importance or prestige of the journals

where such citations come from It measures the scientific influence of

the average article in a journal, it expresses how central to the global

scientific discussion an average article of the journal is.

Year SJR

2011 0.724
2012 1 173

Total Documents

Evolution of the number of published documents. All types of

documents are considered, including citable and non citable

documents.

Year Documents

2010 41
2011 42
2012 51
2013 56
2014 90
2015 180
2016 151

External Cites per Doc  Cites per Doc

Evolution of the number of total citation per document and external

citation per document (i.e. journal self-citations removed) received by

a journal's published documents during the three previous years.

External citations are calculated by subtracting the number of self-

citations from the total number of citations received by the journal’s

documents.

Cites Year Value

External Cites per document 2010 0
External Cites per document 2011 0.707
External Cites per document 2012 1.024
External Cites per document 2013 0 933

% International Collaboration

International Collaboration accounts for the articles that have been

produced by researchers from several countries. The chart shows the

ratio of a journal's documents signed by researchers from more than

one country; that is including more than one country address.

Year International Collaboration

2010 41.46
2011 33.33
2012 41.18
2013 39.29
2014 45.56
2015 46 11

Cited documents  Uncited documents

Ratio of a journal's items, grouped in three years windows, that have

been cited at least once vs. those not cited during the following year.

Documents Year Value

Uncited documents 2010 0
Uncited documents 2011 26
Uncited documents 2012 44
Uncited documents 2013 76
Uncited documents 2014 95
Uncited documents 2015 130

% Female Authors

Evolution of the percentage of female authors.

Year Female Percent

2010 21.21
2011 18.42
2012 22.09
2013 18.18
2014 16.88
2015 21.29
2016 25.10

Analysis

Clear filters

1 - Journal of Nonlinear and Variational
Analysis

64%
similarity

2 - Journal of Nonlinear Functional
Analysis

63%
similarity

3 - Fixed Point Theory

57%
similarity
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Documents Year Value Year Female Percent

Estimated APC

It estimates the article processing charges (APCs) a journal might

charge, based on its visibility, prestige, and impact as measured by the

SJR. It does not reflect the actual APC, but rather a calculated

approximation based on journal quality.

Year Est. APC (USD)

2010
2011 3137
2012 3297
2013 3233
2014 3171
2015 3137

Estimated financial value

It represents the potential financial worth of a journal. It is obtained by

multiplying the journal's Estimated APC by the total number of citable

documents published over the past five years. This value reflects the

hypothetical revenue a journal could generate based on its estimated

publication costs and scholarly output.

Year Est. value (USD)

2010
2011 131742
2012 306612
2013 481718
2014 757876

Total Cites  Self-Cites

Evolution of the total number of citations and journal's self-citations

received by a journal's published documents during the three previous

years.

Journal Self-citation is defined as the number of citation from a journal

citing article to articles published by the same journal.

Cites Year Value

Self Cites 2010 0
Self Cites 2011 9
Self Cites 2012 17
Self Cites 2013 34

Citations per document

This indicator counts the number of citations received by documents

from a journal and divides them by the total number of documents

published in that journal. The chart shows the evolution of the average

number of times documents published in a journal in the past two,

three and four years have been cited in the current year. The two years

line is equivalent to journal impact factor ™ (Thomson Reuters) metric.

Cites per document Year Value

Cites / Doc. (4 years) 2010 0.000
Cites / Doc. (4 years) 2011 0.927
Cites / Doc. (4 years) 2012 1.229
Cites / Doc. (4 years) 2013 1.187
Cites / Doc. (4 years) 2014 0.874
Cites / Doc. (4 years) 2015 0.803
Cites / Doc. (4 years) 2016 0.727
Cites / Doc. (4 years) 2017 0.612
Cites / Doc. (4 years) 2018 0.758
Cites / Doc. (4 years) 2019 0.994
Cites / Doc. (4 years) 2020 0.838
Cites / Doc. (4 years) 2021 0.984
Cites / Doc. (4 years) 2022 0.801
Cites / Doc. (4 years) 2023 0.746
Cites / Doc. (4 years) 2024 0.678
Cites / Doc. (3 years) 2010 0.000
Ci / D (3 ) 2011 0 927

Citable documents  Non-citable documents

Not every article in a journal is considered primary research and

therefore "citable", this chart shows the ratio of a journal's articles

including substantial research (research articles, conference papers

and reviews) in three year windows vs. those documents other than

research articles, reviews and conference papers.

Documents Year Value

Non-citable documents 2010 0
Non-citable documents 2011 0
Non-citable documents 2012 0
Non citable documents 2013 0

Documents cited by public policy (Overton)

Evolution of the number of documents cited by public policy

documents according to Overton database.

Documents Year Value

Overton 2010 0
Overton 2011 0
Overton 2012 0
Overton 2013 0
Overton 2014 0
Overton 2015 0
Overton 2016 0
Overton 2017 0

Documents related to SDGs (UN)

Evolution of the number of documents related to Sustainable

Development Goals defined by United Nations. Available from 2018

onwards.

Documents Year Value

SDG 2018 2
SDG 2019 9
SDG 2020 6
SDG 2021 0
SDG 2022 1
SDG 2023 15
SDG 2024 13
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Nuttapol Pakkaranang <nuttapol.pak@pcru.ac.th>

Special Issue of JNCA- Decision on Your Manuscript-Unified Approaches to Equilibrium
and Fixed-Point Problems: An Improved Viscosity-Based Subgradient Extragradient
Framework

SIofJNCA2025 <specialissuejnca2025@gmail.com> 24 ตุลาคม 2568 เวลา 11:19
ถึง: Nuttapol Pakkaranang <nuttapol.pak@pcru.ac.th>

Dear  Assistant Professor Nuttapol Pakkaranang, Ph.D.,

We are pleased to inform you that after careful review and consideration, your manuscript entitled
 “Unified Approaches to Equilibrium and Fixed-Point Problems: An Improved Viscosity-Based Subgradient Extragradient
Framework” 

has been accepted for publication in the Special Issue: Fixed Point Theory and Convex Optimization with Applications on behalf of
the contribution and honor for celebrating the 65th birthday of Professor Suthep Suantai, of the Journal of Nonlinear and Convex
Analysis.

We are confident it will be of great interest to our readership. Your manuscript will now proceed to the production stage, where it will
undergo copyediting and typesetting. 
Please send your accepted manuscript .tex file by replying to this email within October 25, 2025.
You will be contacted by the production office with proofs for your review prior to final publication.

Important Note:

“If your article is accepted please change your tex file to the style of JNCA (You can find the style in sample file and please use jnca-
sample.file). If you did not use JNCA style file or we add professional edits to your tex files, you should pay the following editing
page charge”      
( see http://www.yokohamapublishers.jp/JNCA-pagecharge-2020.pdf)

For more details, see http://www.ybook.co.jp/jnca.html

On behalf of the editorial team, we would like to congratulate you and your co-authors on this achievement and thank you for
choosing the Journal of Nonlinear and Convex Analysis as the venue for your research. We look forward to seeing your article
published soon.

Best regards,
Editorial Team
Assoc. Prof. Dr. Attapol Kaewkhao,
Assoc. Prof. Dr. Warunun Inthakon,
Assoc. Prof. Dr. Bancha Panyanak,
Assoc. Prof. Dr. Prasit Cholamjiak,
Assoc. Prof. Dr. Watcharaporn Cholamjiak

Dr.Nuttapol Pakkaranang
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NEW

****************************************************

Call for Papers (Deadline 17 October):

Special issue in Honor of Prof. Hong-Kun Xu's 65th Birthday

Call for Papers (Deadline 31 July):

Fixed Point Theory and Convex Optimization with Applications

On behalf of the contribution and honor for celebration the 65th birthday of

Professor Suthep Suantai

****************************************************

Issue 6 & 7, 2025

Fussy Systems and Data Mining

Issue 5, 2025

Dedicated to Professor Sehie Park on the occasion of his 90th birthday

Issue 4, 2025

ICAA-24, JMI India

Issue 3, 2025 (Nonlinear and Variational Analysis 2024)

Dedicated to Prof. Shih-Sen Chang on the occasion of his 91th birthday

Issue 12, 2024 (In honor of Professor Do Sang Kim on the occasion of his 70th birthday)

Issue 11

Call for Papers: Fixed Point Theory and Applications to

Fractional Ordinary and Partial Difference and Differential Equations

Issue 9

Nonlinear and Variation Analysis 2023

Issue 8

IC-Fixed Point Theory and Applicaton 2023

Issue 7

Machine Learning and Intelligent Systems

Issue 4, Issue 5, Issue 6, 2024 (Pub. June 10, 2024)

A SPECIAL ISSUE on behalf of the contribution and honor or Professor Sehie Park

Submissions starts April 02, 2024 end September 30, 2024

Recent Trends on Nonlinear Analysis and Optimization 2023

Issue 1, Issue 2

Memory of Prof. K. Goebel and Prof. W. A. Kirk, Part I; Number 12

The third anniversary of Wataru Takahashi's death, 19 NOV.

Applied Analysis and Optimizaion

Number 10

Volume 26 (2025)

 Number 1

 Number 2

 Number 3

 Number 4

 Number 5

 Number 6

 Number 7

 Number 8

 Number 9

 Number 10

 Number 11

 Number 12

Volume 25 (2024)

 Number 1

 Number 2

 Number 3

 Number 4
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 Number 6

 Number 7

 Number 8

 Number 9

 Number 10

 Number 11

 Number 12

Volume 24 (2023)

 Number 1

 Number 2

 Number 3

 Number 4
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 Number 6

 Number 7

 Number 8

 Number 9

 Number 10

 Number 11

 Number 12

Volume 23 (2022)

 Number 1

 Number 2

 Number 3

 Number 4

 Number 5

 Number 6

 Number 7

 Number 8

 Number 9

 Number 10

 Number 11

 Number 12

Volume 22 (2021)

 Number 1

 Number 2

 Number 3

T. Dominguez Benavides
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Special Issue on ICNAA-2022

Number 9, 2023 

Call for Papers: icFPTA

Fuzzy Systems and Data Mining (Issue 6 & 7 & 8)

Number 6, Number 7, Number 8

Nonlinear and Variational Analysis 2022 (Issue 4 & 5)

Number 4, Number 5

Issue 3, 2023

Applied Analysis and Optimization

Number 12

Nonlinear and Variational Analysis

Number 11

Machine Learning and Intelligent Systems

Number 9, 10

Mathematical contributions of Ravi P. Agarwal

Number 6, 7, 8

Recent Trends on Nonlinear Analysis and Optimization 2021

Number 4

Number 3

Memory of Prof. Wataru Takahashi

Number 2, 2022-    Pub 25 FEB.

Number 1, 2022-    Pub 31 DEC.

Number 12, 2021-  Pub 30 NOV.

Number 11, 2021-  Pub 19 NOV.

Big Data and Data Mining Strategies

Number 9, 10 2021  Pub 31 OCT.

Special Issue on Applied Analysis and Optimization, 2020

Number 8, 2021 

-Memory of Prof. H.-C. Lai

Number 7, 2021 

Special Issue on Noninear Analysis and Optimization, 2018

-Memory of Prof. H.-C. Lai Pub. 25 JUNE

Number 5 & Number 6, 2021 

Special Issue on Fuzzy Convex Structures and Some Related Topics

Number 12, 2020 

Special Issue on Recent Trends on Nonlinear Analysis and Optimization

Number 10, 2020 

Special Issue on Fixed Point Theory and its Application 2019, Xinxiang, China

Number 9, 2020 

Special Issue on FSDM 2019, Kitakyusyu, Japan

Number 7 & Number 8, 2020 

Special Issue in Honor of the 85th Birthday of Professor Franco Giannessi
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2944 N. PHOLASA AND N. PAKKARANANG

This two-step structure follows the Korpelevich extragradient paradigm [15]. How-
ever, its admissible range for ϖ depends on Lipschitz-type constants that are of-
ten unknown, and the resulting sequence usually converges only weakly in Hilbert
spaces.

Let Q : Z → Z be a mapping. The associated fixed-point problem seeks ℏ̂ ∈ Z
satisfying

(FP) Q(ℏ̂) = ℏ̂,

with solution set Fix(Q). Classical approaches include the Mann and Halpern iter-
ations:

sk+1 = κksk + (1− κk)Q(sk), sk+1 = κks1 + (1− κk)Q(sk),
where κk→0 and

∑∞
k=1 κk =∞. The Halpern iteration ensures strong convergence

in Hilbert spaces. Its modification–the viscosity method of Moudafi [18]–combines
Q with a contraction mapping, offering a flexible framework for solving fixed-point
problems in diverse applications. Other significant developments include the hybrid
steepest-descent approach [38] and inertial-type methods [2, 22], which introduce
momentum terms to accelerate convergence. Recent works confirm the advantages
of inertial strategies in both convergence speed and stability [1,2,4,12,20,27,39,40].

Despite these advances, the method in (1.2) still faces two major drawbacks:
it requires prior knowledge of the Lipschitz constant and guarantees only weak
convergence. Since estimating such constants is often impractical, the method ’s
applicability and efficiency are limited. These limitations naturally motivate the
following question:

Can one design an inertial extragradient algorithm that achieves strong
convergence using an adaptive stepsize rule for pseudomonotone equilibrium and

fixed-point problems?

We answer this question affirmatively by proposing a viscosity-based subgradient
extragradient framework that ensures strong convergence without relying on any
Lipschitz constant. The proposed method integrates the extragradient and viscos-
ity schemes [18], extending the results of Takahashi et al. [31] and Li et al. [16]. Our
framework covers a broader class of pseudomonotone bifunctions and demicontrac-
tive mappings. By incorporating viscosity-type corrections, the scheme overcomes
the weak-convergence limitation of classical Mann iterations and guarantees strong
convergence. Recent developments in [13, 23–25, 28, 29, 37] further highlight the
relevance of such viscosity-driven strategies for equilibrium problems.

2. Preliminaries

Let X be a nonempty, closed, and convex subset of a real Hilbert space Z. Weak
and strong convergence are denoted by zk ⇀ z and zk → z, respectively.

Definition 2.1. Let Q : Z → Z be an operator with a nonempty fixed-point set
Fix(Q). The operator I − Q is said to be demiclosed at zero if, for any sequence
{zk} ⊂ Z,

zk ⇀ z and (I −Q)zk → 0 ⇒ z ∈ Fix(Q).
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Lemma 2.2 ([30]). Let {ak} ⊂ [0,∞), {bk} ⊂ (0, 1), and {ck} ⊂ R satisfy

ak+1 ≤ (1− bk)ak + bkck,

∞
∑

k=1

bk =∞.

If every subsequence {akj} of {ak} satisfies lim supj→∞ ckj≤0 and lim infj→∞(akj+1−
akj ) ≥ 0, then limk→∞ ak = 0.

Lemma 2.3 ([33]). Let ג : X → R be a lower semicontinuous function admitting
subderivatives. A point z1 ∈ X minimizes ג if and only if

0 ∈ (z1)ג∂ +NX (z1),

where (z1)ג∂ denotes the subdifferential of ג at z1 and NX (z1) is the normal cone
to X at z1.

3. Main results

We propose new inertial subgradient extragradient algorithms that incorporate
both monotone and nonmonotone stepsize rules for solving

(3.1) Find ℏ̂ ∈ X such that P(ℏ̂, s) ≥ 0, ∀ s ∈ X , and Q(ℏ̂) = ℏ̂.

The goal is to construct efficient iterative schemes converging strongly to a common
solution of the equilibrium and fixed-point problems in (3.1). Let d : Z → Z be a
strictly contractive mapping with constant τ ∈ [0, 1).

To ensure convergence and existence of such a solution, we impose the following
standard conditions:

(P1) Both Fix(Q) and EP (X ,P) are nonempty.
(P2) P is pseudomonotone, i.e., P(z1, z2) ≥ 0 ⇒ P(z2, z1) ≤ 0, ∀ z1, z2 ∈ X .
(P3) P is Lipschitz-type continuous with constants c1, c2 > 0:

P(z1, z3) ≤ P(z1, z2) + P(z2, z3) + c1∥z1 − z2∥2 + c2∥z2 − z3∥2, ∀ z1, z2, z3 ∈ X .

(P4) P is weakly upper semicontinuous in the first argument, i.e., for any {zk} ⊂
X with zk ⇀ z∗, lim supk→∞ P(zk, z1) ≤ P(z∗, z1), ∀ z1 ∈ X .

(P5) Q : Z → Z is demiclosed at zero and ρ-demicontractive for some ρ ∈ [0, 1),
satisfying one of the equivalent conditions:

∥Q(z1)− z2∥2 ≤ ∥z1 − z2∥2 + ρ ∥(I −Q)(z1)∥2, ∀ z2 ∈ Fix(Q),

or equivalently, ⟨Q(z1)− z1, z1 − z2⟩ ≤ ρ−1
2 ∥z1 −Q(z1)∥2, ∀ z2 ∈ Fix(Q).
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Algorithm 1 Viscosity-Based Subgradient Extragradient Method

1: Input: Initial points s0, s1 ∈ X ; parameters ϕ ∈ (0, 1), ζ ∈ (0, 2 −
√
2), ℘ ∈

(0, 1), ϖ1 > 0; sequence {κk} with κk → 0 and
∑∞

k=1 κk = ∞; and {ςk} ⊂
(a, 1− ρ) for some a > 0.

2: Initialization: Set k = 0.
3: while stopping criterion not satisfied do

4: Inertial extrapolation:

gk = sk + ϕk(sk − sk−1), 0 ≤ ϕk ≤ ϕ̂k =







min
{

ϕ
2 ,

ηk
∥sk−sk−1∥

}

, sk ̸= sk−1,

ϕ
2 , otherwise,

where ηk = o(κk) and limk→∞
ηk
κk

= 0.

5: Compute hk = argminh∈X
{

ϖkP(gk, h) + 1
2∥gk − h∥2

}

.
6: if gk = hk then

7: Stop.

8: else

9: Choose ωk ∈ ∂2P(gk, hk) s.t. gk − ϖkωk − hk ∈ NX (hk), and define
Zk = { z ∈ Z : ⟨gk −ϖkωk − hk, z − hk⟩ ≤ 0 }.

10: Compute rk = argminh∈Zk

{

ϖkP(hk, h) + 1
2∥gk − h∥2

}

.

11: Update sk+1 = κkd(sk) + (1− κk)
[

(1− ςk)rk + ςkQ(rk)
]

.
12: Adaptive stepsize:
(3.2)

ϖk+1 =



























min

{

ϖk,
(2−

√
2− ζ)℘(∥gk − hk∥2 + ∥rk − hk∥2)

2[P(gk, rk)− P(gk, hk)− P(hk, rk)]

}

,

P(gk, rk)− P(gk, hk)− P(hk, rk) > 0,

ϖk, otherwise.

13: Set k ← k + 1.
14: end if

15: end while

16: Output: Final iterate sk.

Lemma 3.1. Let {ϖk} be the sequence generated by (3.2) with limit ϖ. Then

min

{

℘(2−
√
2− ζ)

max{2c1, 2c2}
, ϖ1

}

≤ ϖk ≤ ϖ1, ∀ k ∈ N.

Proof. If P(gk, rk) − P(gk, hk) − P(hk, rk) > 0, the Lipschitz-type continuity of P
implies P(gk, rk)−P(gk, hk)−P(hk, rk) ≤ c1∥gk−hk∥2+c2∥rk−hk∥2. Substituting
into (3.2) yields

ϖk+1 ≥
℘(2−

√
2− ζ)

2max{c1, c2}
.

Thus {ϖk} is bounded below by ℘(2−
√
2−ζ)

max{2c1,2c2} and above by ϖ1, so it converges to

some ϖ > 0. □
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We next introduce a modified scheme, denoted as Algorithm 2, which replaces
the monotone stepsize rule (3.2) with a nonmonotone update. Such strategies of-
ten enhance convergence speed or numerical stability. Let {φk} be a nonnegative
sequence satisfying

∑∞
k=1 φk <∞. Then the stepsize ϖk+1 is updated by

(3.3)

ϖk+1 =



























min

{

ϖk + φk,
(2−

√
2− ζ)℘

(

∥gk − hk∥2 + ∥rk − hk∥2
)

2 [P(gk, rk)− P(gk, hk)− P(hk, rk)]

}

,

if P(gk, rk)− P(gk, hk)− P(hk, rk) > 0,

ϖk + φk, otherwise.

Lemma 3.2. Let {sk} be the sequence generated by Algorithm 1 under (P1)–(P3).
Then, for all k ≥ 0,

∥rk − ℏ̂∥2 ≤ ∥gk − ℏ̂∥2 − ∥gk − hk∥2 − ∥rk − hk∥2

+
(2−

√
2− ζ)ϖk℘(∥gk − hk∥2 + ∥rk − hk∥2)

ϖk+1
.

Proof. The result follows by arguments analogous to those in Lemma 3.4 of [29]. □

Theorem 3.3. Let P : X ×X → R be a bifunction satisfying conditions (P1)–(P5).
Then, the sequence {sk} generated by Algorithm 1 converges strongly to a point

ℏ̂ ∈ Fix(Q) ∩ EP(X ,P),
where ℏ̂ = PEP(X ,P)∩Fix(Q)

(

d(ℏ̂)
)

.

Proof. It is observed that both EP(X ,P) and Fix(Q) are closed and convex subsets
of Z. Hence, the projection operator PEP(X ,P)∩Fix(Q)(d) : Z → Z is a contraction.

By the Banach contraction principle, there exists a unique point ℏ̂ ∈ Z satisfying
ℏ̂ = PEP(X ,P)∩Fix(Q)

(

d(ℏ̂)
)

. Consequently, ℏ̂ ∈ EP(X ,P)∩Fix(Q), and it holds that

⟨d(ℏ̂)− ℏ̂, h− ℏ̂⟩ ≤ 0, ∀h ∈ EP(X ,P) ∩ Fix(Q).
Claim 1. (Boundedness of the sequence {sk}) From tk = (1− ςk)rk + ςkQ(rk), we
have

∥tk − ℏ̂∥2 = ∥rk − ℏ̂∥2 + 2ςk⟨rk − ℏ̂,Q(rk)− rk⟩+ ς2k∥Q(rk)− rk∥2

≤ ∥rk − ℏ̂∥2 − ςk(1− ςk − ρ)∥Q(rk)− rk∥2.(3.4)

By Lemma 3.2 and the convergence ϖk→ϖ, there exists k1 ∈ N such that

∥rk − ℏ̂∥2 ≤ ∥gk − ℏ̂∥2 − (
√
2− 1)

(

∥gk − hk∥2 + ∥rk − hk∥2
)

− ζ
(

∥gk − hk∥2 + ∥rk − hk∥2
)

,

and consequently

(3.5) ∥rk − ℏ̂∥2 ≤ ∥gk − ℏ̂∥2, k ≥ k1.

Combining (3.4) and (3.5) yields

∥tk − ℏ̂∥2 ≤ ∥gk − ℏ̂∥2 − ςk(1− ςk − ρ)∥Q(rk)− rk∥2.
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Since ςk ∈ (a, 1− ρ),

(3.6) ∥tk − ℏ̂∥ ≤ ∥gk − ℏ̂∥.
Using ϕk∥sk − sk−1∥ ≤ ηk and limk→∞ ηk/κk = 0, we get

lim
k→∞

ϕk

κk
∥sk − sk−1∥ = 0.

Hence,

(3.7) ∥tk − ℏ̂∥ ≤ ∥sk − ℏ̂∥+ κkK1, K1 > 0.

Since d is a contraction with constant τ ∈ [0, 1),

∥sk+1 − ℏ̂∥ = ∥κkd(sk) + (1− κk)tk − ℏ̂∥
≤ κkτ∥sk − ℏ̂∥+ κk∥d(ℏ̂)− ℏ̂∥+ (1− κk)∥tk − ℏ̂∥

≤ [1− κk(1− τ)]∥sk − ℏ̂∥+ κk(1− τ)
∥d(ℏ̂)− ℏ̂∥+K1

1− τ
.(3.8)

Thus,

∥sk+1 − ℏ̂∥ ≤ max

{

∥sk − ℏ̂∥, ∥d(ℏ̂)− ℏ̂∥+K1

1− τ

}

,

which implies that the sequence {sk} is bounded.
Claim 2. (Existence of a recursive inequality) There exists a constant K2 > 0 such
that

(1− κk)(
√
2− 1)∥gk − hk∥2 + (1− κk)(

√
2− 1)∥rk − hk∥2

+ (1− κk)ςk(1− ρ− ςk)∥Q(rk)− rk∥2

≤ ∥sk − ℏ̂∥2 − ∥sk+1 − ℏ̂∥2 + κk∥d(sk)− ℏ̂∥2 + κkK2.

Indeed, from (3.7),

∥gk − ℏ̂∥2 ≤ (∥sk − ℏ̂∥+ κkK1)
2 ≤ ∥sk − ℏ̂∥2 + κkK2,(3.9)

for some K2 > 0. Combining (3.9) with (3.5) yields

∥tk − ℏ̂∥2 ≤ ∥sk − ℏ̂∥2 + κkK2 − (
√
2− 1)(∥gk − hk∥2 + ∥rk − hk∥2)

− ςk(1− ςk − ρ)∥Q(rk)− rk∥2.(3.10)

Using sk+1 = κkd(sk) + (1− κk)tk, we have

∥sk+1 − ℏ̂∥2 ≤ κk∥d(sk)− ℏ̂∥2 + (1− κk)∥tk − ℏ̂∥2

≤ κk∥d(sk)− ℏ̂∥2 + ∥sk − ℏ̂∥2 + κkK2

− (1− κk)ςk(1− ρ− ςk)∥Q(rk)− rk∥2

− (1− κk)(
√
2− 1)(∥gk − hk∥2 + ∥rk − hk∥2),

which, after rearrangement, gives the desired inequality.
Claim 3. (Recursive inequality for {sk}) There exists a constant K > 0 such that

∥sk+1 − ℏ̂∥2 ≤ (1− κk − τκk)∥sk − ℏ̂∥2
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+ (1− τ)κk

[

3K ϕk

(1− τ)κk
∥sk − sk−1∥+

2

1− τ

〈

d(ℏ̂)− ℏ̂, sk+1 − ℏ̂
〉

]

.

From gk = sk + ϕk(sk − sk−1), we obtain

∥gk − ℏ̂∥2 = ∥sk − ℏ̂∥2 + 2ϕk⟨sk − ℏ̂, sk − sk−1⟩+ ϕ2
k∥sk − sk−1∥2

≤ ∥sk − ℏ̂∥2 + 3K ϕk∥sk − sk−1∥,(3.11)

where K = supk∈N{∥sk − ℏ̂∥, ϕk∥sk − sk−1∥}.
Using (3.11) and the contractiveness of d with constant τ ∈ [0, 1), we have

∥sk+1 − ℏ̂∥2 =
∥

∥κkd(sk) + (1− κk)tk − ℏ̂
∥

∥

2

≤ κk∥d(sk)− d(ℏ̂)∥2 + (1− κk)∥tk − ℏ̂∥2 + 2κk

〈

d(ℏ̂)− ℏ̂, sk+1 − ℏ̂
〉

≤ κkτ∥sk − ℏ̂∥2 + (1− κk)∥sk − ℏ̂∥2 + 3K ϕk∥sk − sk−1∥
+ 2κk

〈

d(ℏ̂)− ℏ̂, sk+1 − ℏ̂
〉

,

which, after rearrangement, yields the desired inequality.
Claim 4. (Strong convergence of {sk}) The sequence {∥sk− ℏ̂∥2} converges to zero
as k →∞. Set

pk := ∥sk − ℏ̂∥2, ck :=
3Kϕk

(1− τ)κk
∥sk − sk−1∥+

2

1− τ
⟨d(ℏ̂)− ℏ̂, sk+1 − ℏ̂⟩.

From Claim 3, we can rewrite pk+1 ≤ (1−δk)pk+δkck, δk = (1−τ)κk. By Lemma
2.2, it suffices to verify that

lim sup
j→∞

ckj ≤ 0 for any subsequence {pkj} satisfying lim inf
j→∞

(pkj+1 − pkj ) ≥ 0.

Equivalently, we need to show lim supj→∞⟨d(ℏ̂) − ℏ̂, skj+1 − ℏ̂⟩ ≤ 0 for every such

subsequence {∥skj − ℏ̂∥}. Since lim infj→∞
(

∥skj+1 − ℏ̂∥2 − ∥skj − ℏ̂∥2
)

≥ 0, Claim

2 yields

lim
j→∞

∥gkj − hkj∥ = lim
j→∞

∥rkj − hkj∥ = lim
j→∞

∥Q(rkj )− rkj∥ = 0.

Consequently ∥rkj − gkj∥→0. From gk = sk + ϕk(sk − sk−1) and ϕk∥sk − sk−1∥=
o(κk), we also have

∥gkj − skj∥ → 0, ⇒ ∥rkj − skj∥ → 0.

Since tkj = (1− ςkj )rkj + ςkjQ(rkj ),
∥tkj − rkj∥ ≤ (1− ρ)∥Q(rkj )− rkj∥ → 0.

Hence ∥skj+1 − skj∥ → 0 and consequently ∥gkj − skj+1∥ → 0.
From Algorithm 1,

(3.12) ϖkjP(hkj , h) ≥ ϖkjP(hkj , rkj ) + ⟨gkj − rkj , h− rkj ⟩.
From (3.2), it follows that

(3.13)

ϖkjP(hkj , rkj ) ≥ ϖkjP(gkj , rkj )−ϖkjP(gkj , hkj )

− ϖkj℘(∥gkj − hkj∥2 + ∥rkj − hkj∥2)
2ϖkj+1

.
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Combining (3.12), (3.13), we obtain

ϖkjP(hkj , h) ≥ ⟨gkj − hkj , rkj − hkj ⟩ −
℘ϖkj

2ϖkj+1
∥gkj − hkj∥2

− ℘ϖkj

2ϖkj+1
∥hkj − rkj∥2 + ⟨gkj − rkj , h− rkj ⟩.

All terms on the right tend to zero, giving

0 ≤ lim sup
j→∞

P(hkj , h) ≤ P(ŝ, h), ∀h ∈ Zk.

Since X ⊂ Zk and P(ŝ, h) ≥ 0 for all h ∈ X , we have ŝ ∈ EP (P,X ). Thus
lim sup
j→∞

⟨d(ℏ̂)− ℏ̂, skj − ℏ̂⟩ = ⟨d(ℏ̂)− ℏ̂, ŝ− ℏ̂⟩ ≤ 0,

and, since ∥skj+1 − skj∥ → 0,

lim sup
j→∞

⟨d(ℏ̂)− ℏ̂, skj+1 − ℏ̂⟩ ≤ 0.

Hence, by Lemma 2.2 and Claim 3, we conclude that sk → ℏ̂ strongly as k →∞.
This completes the proof of Theorem 3.3. □

4. Numerical illustrations

In this section, we compare the proposed algorithms with several existing methods
from the literature and examine the influence of different control-parameter settings
on their computational performance. All numerical experiments were conducted in
MATLAB R2018b on an HP CoreTM i5-6200U laptop with 8 GB RAM.

Example 4.1. The original problem considered here is derived from the Nash-
Cournot oligopolistic equilibrium framework introduced by Tran et al. [32]. Let
w : Z → R be a real-valued function defined by lev≤w := { s ∈ Z : w(s) ≤ 0 } ̸= ∅.
We define the following piecewise subgradient projection mapping:

Q(s) =







s− w(s)

∥r(s)∥2 r(s), if w(s) ≥ 0,

s, otherwise,

where r(s) ∈ ∂w(s). Furthermore, define the bifunction F by F(s, h) = ⟨Ps+Qh+
c, h− s⟩, where c ∈ RM , and P and Q are real matrices of order M . The iterative
process is initialized with s0 = s1 = (2, 2, . . . , 2), and the stopping criterion is given
by Dk = ∥gk − hk∥ ≤ 10−3.
Numerical experiments on Example 4.1 are conducted to evaluate the performance
of Algorithms 1 and 2 in terms of execution time (denoted by t, measured in sec-
onds) and the number of iterations (denoted by k) required for convergence. These
experiments specifically aim to examine the influence of the following factors: (i)
the value of ϖ1, (ii) the value of ζ, and (ii) a comparative analysis of Algorithms 1
and 2 with other existing methods. The results provide insights into how varia-
tions in these parameters affect the efficiency and convergence characteristics of the
algorithms.
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For the first two experiments, the parameters of the bifunction F are specified by
the following matrices and vector:

P =











3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0
0 0 0 0 3











, Q =











1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0
0 0 0 0 2











, c =













1

−2
−1
2

−1













.

The feasible set X ⊂ RM is defined as X := { s ∈ RM : −2 ≤ si ≤ 5 }.

Experiment 1. (Variation of the parameter ϖ1) In this experiment, we examine

the influence of the initial stepsize parameter ϖ1 on the computational performance
of the proposed algorithms. The following parameter values are used throughout the
experiment: ϕ = 0.45, ℘ = 0.465, ζ = 0.237, ηk = 5

(1+k)2
, ςk = 1−ρ

2 , κk =
1

2k+3 , d(s) = s
3 , φk = 100

(1+k)2
. The numerical tests are carried out for ten distinct

initial stepsize values of ϖ1. The results are illustrated in Figure 1 and summarized
in Table 1. The analysis of these results leads to the following observations: (i) The
computational efficiency, measured in terms of iteration count, is highly sensitive
to the selection of ϖ1. In particular, the number of iterations required by Algo-
rithm 1 decreases noticeably as ϖ1 approaches zero. (ii) Similarly, the total CPU
execution time exhibits a decreasing trend with smaller values of ϖ1, indicating
that Algorithm 1 converges faster for smaller initial stepsizes. (iii) Algorithm 2 also
demonstrates improved efficiency in both iteration count and execution time when
ϖ1 is reduced, confirming a consistent dependency of convergence performance on
this parameter. This experiment highlights the critical influence of ϖ1 on the con-
vergence rate and overall computational cost of the proposed algorithms. Hence, an
appropriate selection or adaptive tuning of ϖ1 can significantly enhance the stability
and efficiency of the iterative process.

Figure 1. Performance of Algorithm 1 and Algorithm 2 with vary-
ing initial stepsize ϖ1. As ϖ1 decreases from 2.0 to 0.01, the plots
show fewer iterations and shorter CPU times, indicating that smaller
stepsizes enhance convergence speed and reduce computational cost.

Experiment 2. (Variation of the parameter ζ) In this experiment, we investigate

the effect of the control parameter ζ on the convergence behavior and computa-
tional efficiency of the proposed algorithms. The following parameter settings are
used throughout the experiment: ϖ1 = 0.55, ϕ = 0.45, ℘ = 0.465, ηk =
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Table 1. Iteration count (k) and time (t) (sec) for OurAlg1 and
OurAlg2 under varying ϖ1.

ϖ1 2.0 1.7 1.5 1.2 1.0 0.8 0.5 0.2 0.1 0.01

OurAlg1 (k) 203 200 195 192 189 187 185 184 184 183
OurAlg1 (t) 1.96 1.94 1.93 2.16 1.84 1.85 1.79 1.79 1.96 2.11
OurAlg2 (k) 193 188 184 182 180 178 177 176 175 175
OurAlg2 (t) 1.84 2.13 1.80 1.85 1.70 1.72 1.68 1.69 1.70 1.69

5
(1+k)2

, ςk = 1−ρ
2 , κk = 1

2k+3 , d(s) = s
3 , φk = 100

(1+k)2
. The numerical out-

comes corresponding to ten distinct values of ζ are displayed in Figure 2 and sum-
marized in Table 2. Based on these results, the following observations can be made:
(i) The computational efficiency, measured in terms of iteration count, is influenced
by the choice of ζ. As ζ decreases towards zero, the number of iterations required
for Algorithm 1 gradually increases, indicating slower convergence. (ii) The total
CPU execution time exhibits a similar dependency on ζ, with higher computational
costs observed for smaller ζ values. This suggests that the damping effect associ-
ated with ζ plays a stabilizing role in accelerating convergence. (iii) Algorithm 2
also shows a consistent trend: both iteration count and execution time increase as
ζ approaches smaller values, implying that appropriate tuning of ζ is crucial for
achieving efficient performance.

Figure 2. Comparison of Algorithm 1 and Algorithm 2 under vary-
ing ζ values. As ζ decreases from 0.55 to 0.15, iteration counts and
CPU times increase, showing that smaller ζ slows convergence and
raises computational cost.

Table 2. Iteration count (k) and time (t) (sec) for OurAlg1 and
OurAlg2 under varying ζ values.

ζ 0.55 0.51 0.47 0.43 0.40 0.36 0.32 0.27 0.22 0.15

OurAlg1 (k) 192 196 200 205 209 214 219 224 229 235
OurAlg1 (t) 1.84 2.04 2.00 2.12 2.20 2.37 2.39 2.52 2.52 2.53
OurAlg2 (k) 184 187 191 195 200 204 209 213 219 224
OurAlg2 (t) 1.91 1.93 1.94 2.00 2.08 2.06 2.28 2.40 2.44 2.86

Experiment 3. (Numerical comparison of Algorithms 1 and 2). In this final ex-

periment, we perform a comparative numerical evaluation between the proposed
algorithms and several well-established methods from the literature. The objec-
tive is to assess the relative computational performance of each method in terms
of both iteration count and CPU execution time across different dimensions of
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the real Hilbert space. The parameters are defined as follows: (i) Mthd-1 (Algo-
rithm 1 in [35]): κk = 1

3k+5 , ςk = 1
4 , ϖk = min

{

1
4c1

, 1
4c2

}

; (ii) Mthd-2 (Algorithm 2

in [34]): κk = 1
3k+5 , ςk = 1

4 , ϖk = min
{

1
4c1

, 1
4c2

}

; (iii) Mthd-3 (Algorithm 2 in [11]):

κk = 1
3k+5 , ςk = 1

4 , ϖk = min
{

1
4c1

, 1
4c2

}

; (iv) Mthd-4 (Algorithm 1): ϖ1 = 0.55, ϕ =

0.65, ℘ = 0.565, ζ = 0.357, ηk = 10
(2+k)2

, ςk = 1−ρ
2 ,κk = 1

3k+5 , d(s) = s
4 ; (v) Mthd-

5 (Algorithm 2): ϖ1 = 0.55, ϕ = 0.65, ℘ = 0.565, ζ = 0.357, ηk = 10
(2+k)2

, ςk =
1−ρ
2 ,κk = 1

3k+5 , d(s) =
s
4 , φk = 100

(1+k)2
.

The numerical tests were conducted for varying dimensions of the Hilbert space,
specifically M = 5, 10, 30, 50, and 100. The results are presented in Figures 3
and summarized in Table 3. A detailed examination of the outcomes reveals the
following key insights: (i) Algorithm 1 (Mthd-4) consistently achieves better perfor-
mance compared to classical methods (Mthd-1–Mthd-3), requiring fewer iterations
and shorter execution times across all tested dimensions. (ii) Algorithm 2 (Mthd-

5) demonstrates the best overall performance among all tested methods. In most
cases, it requires the least number of iterations and achieves the lowest CPU time,
confirming its superior computational efficiency and stability.

Table 3. Iteration count (k) and time (t) (sec) for five meth-
ods across different space dimensions M . Algorithms Mthd-4 (1)
and Mthd-5 (Algorithm 2) achieve faster convergence, particularly
in higher dimensions.

M Mthd-1 Mthd-2 Mthd-3 Mthd-4 Mthd-5

(k) (t) (k) (t) (k) (t) (k) (t) (k) (t)

5 400 6.593 400 8.592 400 8.699 400 10.006 400 8.655

10 500 8.883 500 11.096 500 11.199 500 11.150 500 11.206

30 600 30.999 600 17.883 600 17.745 600 18.682 600 13.159

50 1500 34.418 1500 37.661 1500 37.599 1500 47.401 1500 47.118

100 2000 46.374 2000 80.306 2000 51.765 2000 53.010 2000 51.988

Figure 3. Comparison of five methods for M = 5 in Example 4.1.
All show similar iteration counts, but the proposed Mthd-4 and
Mthd-5 converge faster with lower computational cost.
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Example 4.2. Let Z = L2([0, 1]) denote a real Hilbert space with inner product

⟨a, b⟩ =
∫ 1
0 a(t) b(t) dt for all a, b ∈ Z, and induced norm ∥a∥ =

( ∫ 1
0 |a(t)|2 dt

)1/2
.

Consider the mapping S : X → Z defined by S(a)(t) =
∫ 1
0

(

a(t)−H(t, a) f(a(t))
)

da+

g(t), where X := { a ∈ L2([0, 1]) : ∥a∥ ≤ 1 } and

H(t, a) =
2ta e t+a

e
√
e2 − 1

, f(a) = cos a, g(t) =
2t et

e
√
e2 − 1

.

Define the bifunction F(a, h) :=
〈

S(a), h−a
〉

for all a, h ∈ X . Let Q : L2([0, 1])→
L2([0, 1]) be given by Q(a)(t) =

∫ 1
0 t a(u) du, t ∈ [0, 1].

Figure 4 and Table 4 report numerical results for three different initial functions:
s0 = t2, s0 = t sin(t), and s0 = t cos(t). A detailed inspection leads to the fol-
lowing observations: (i) Algorithm 1 outperforms existing methods in terms of
both iteration count and CPU time across the tested initializations. (ii) Algo-
rithm 2 further improves upon Algorithm 1, typically achieving fewer iterations
and notably shorter run times. These results highlight the effectiveness of the pro-
posed algorithms–particularly Algorithm 2–in improving computational efficiency
for infinite-dimensional problems.
Parameter settings. The following configurations are used in this experiment:

(i) Mthd-1 (Algorithm 1 in [35]): κk = 1
5k+7 , ςk = 1

2 , ϖk = min
{

1
4c1

, 1
4c2

}

. (ii)

Mthd-2 (Algorithm 2 in [34]): κk = 1
5k+7 , ςk = 1

2 , ϖk = min
{

1
4c1

, 1
4c2

}

. (iii) Mthd-3

(Algorithm 2 in [11]): κk = 1
5k+7 , ςk = 1

2 , ϖk = min
{

1
4c1

, 1
4c2

}

. (iv) Mthd-4 (Algo-

rithm 1): ϖ1 = 0.35, ϕ = 0.75, ℘ = 0.565, ζ = 0.457, ηk = 100
(2+k)2

, ςk = 1−ρ
2 ,κk =

1
5k+7 , d(s) = s

2 . (v) Mthd-5 (Algorithm 2): ϖ1 = 0.35, ϕ = 0.75, ℘ = 0.565, ζ =

0.457, ηk = 100
(2+k)2

, ςk = 1−ρ
2 ,κk = 1

5k+7 , d(s) =
s
2 , φk = 200

(1+k)2
.

Table 4. Performance summary for Example 4.2. Iteration
count (k) and CPU time (t) (sec) are shown for s0 = s1 ∈
t2, , t sin(t), , t cos(t). Among baseline methods (Mthd-1–Mthd-3),
Mthd-3 performs best, while the proposed Mthd-4 (Algorithm 1)
achieves the lowest k and t for s0 = t2 and remains competitive
for oscillatory cases.

s0 = s1 Mthd-1 Mthd-2 Mthd-3 Mthd-4

(k) (t) (k) (t) (k) (t) (k) (t)

t2 3438 4.631 2886 2.435 1967 1.716 946 0.924
t sin(t) 2000 2.838 2000 1.695 2000 1.786 2000 1.924
t cos(t) 1500 2.071 1500 1.633 1500 1.391 1500 1.394
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Figure 4. Comparison of all methods in Example 4.2 with poly-
nomial initialization s0 = t2. The proposed Mthd-4 (Algorithm 1)
achieves markedly fewer iterations and lower CPU time, demonstrat-
ing faster convergence for smooth initial data.

Conclusion

This study introduced a new class of explicit extragradient-type algorithms
for simultaneously solving an equilibrium problem defined by a pseudomonotone
and Lipschitz-type bifunction, together with a fixed-point problem involving a ρ-
demicontractive mapping in a real Hilbert space. A novel stepsize selection strategy
was proposed, which removes the need for prior knowledge of the Lipschitz-type
constant. Under appropriate assumptions, strong convergence theorems were es-
tablished for the generated sequences, guaranteeing convergence to a common solu-
tion of the studied problems. Comprehensive numerical experiments demonstrated
the superior performance of the proposed algorithms compared with existing ap-
proaches. In particular, the use of a non-monotone adaptive stepsize significantly
enhanced convergence speed and computational stability. Overall, the proposed
framework provides an efficient and practical approach for addressing challenging
equilibrium and fixed-point problems in real Hilbert spaces.
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