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บทคัดย่อ 
 

 

งานวิจัยนี้น าเสนอการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้แนวความคิด

เอ็มพิริคัลเบส์ และเปรียบเทียบประสิทธิภาพแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้

แนวความคิดเอ็มพิริคัลเบส์กับแผนภูมิควบคุมรอยต าหนิประเภทดั้งเดิมและวิธีเบส์ที่ก าหนดการแจก

แจงเบื้องต้นเป็นเจฟฟรีย์ 

วิธีการด าเนินการวิจัยนี้แบ่งออกเป็น 2 ขั้นตอน ประกอบด้วย 1) ศึกษาเอกสาร ต ารา และ

งานวิจัยที่เกี่ยวข้องเพ่ือน าไปสู่การพิสูจน์ทฤษฎีเพ่ือน าไปสู่กรสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ 

c-chart โดยใช้แนวความคิดเอ็มพิริคัลเบส์ และหลังจากพิสูจน์ทฤษฎีแล้ว 2) พัฒนาโปรแกรมเพ่ือ

จ าลองสถานการณ์ในการเปรียบเทียบประสิทธิภาพของแผนภูมิควบคุมจ านวนรอยค าหนิที่น าเสนอ

โดยแนวความคิดเอ็มพิริคัลเบส์และเปรียบเทียบกับแผนภูมิควบคุมจ านวนรอยต าหนิประเภทดั้งเดิม

และวิธีเบส์ที่ก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ 

ผลการศึกษาพบว่า ส่วนใหญ่แผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้แนวความคิด

เอ็มพิริคัลเบส์มีประสิทธิมากที่สุด โดยพิจารณาจากค่าความยาวรันเฉลี่ย (ARL) ซึ่งให้มากสูงที่สุด

เกือบทุกกรณีที่ศึกษา นอกจากนี้ยังพบว่า วิธีเบส์ก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ให้ค่าที่

ใกล้เคียงกับวิธีที่น าเสนออีกด้วย ส่วนวิธีดั้งเดิมจะมีประสิทธิภาพในกรณีที่พารามิเตอร์ของการแจก

แจงปัวซงมีค่ามาก  
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Abstract 
 

 

This research proposes c chart development for the total number of 

nonconformities by using Empirical Bayes approach.  The comparison of 2 existing 

methods; frequentist and Bayes by using Jeffreys prior for c hart is also investigated. 

There are two research methodology of this study; literature reviews for derivation 

of c chart for nonconformities development by using Empirical Bayes and simulation 

study using different of   and number of inspection units ( m)  of comparative 

performance between the proposed method and 2 existing methods of c chart 

determined by average run length (ARL) which larger value is desired. 

The result found that the introduced Empirical Bayes gives larger values for the 

ARL and smaller values for the FAR for almost of cases.  It concludes that suggested 

Empirical Bayes is very efficiency for c chart due to the ARL obtained from this method 

were generally closer to the expected nominal value for the ARL, 370.3704. In addition, 

the ARL yielded from Bayes method with Jeffreys prior is close to Empirical Bayes 

method.  Bayesian and Empirical Bayes methods actually had wider control limits. 

While, the frequentist is more effectively when the   is larger. 
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บทท่ี 1 

บทน ำ 
 

1.1   ควำมเป็นมำและควำมส ำคัญของปัญหำ 
 ในการผลิตสินค้าหรือบริการในยุคปัจจุบัน ผู้ผลิตมักให้ความส าคัญกับผลิตภัณฑ์หรือบริการที่
ผลิตเพ่ือให้เกิดความพึงพอใจแก่ผู้บริโภค ท าให้ผลิตภัณฑ์หรือบริการนั้นมีชื่อเสียงและน ามาซึ่งความ
น่าเชื่อถือต่อเนื่องขึ้นไปในระยะยาว สามารถสร้างผลก าไรจากการประกอบการแก่ผู้ผลิ ตและขวัญ
ก าลังใจให้แก่พนักงาน และสร้างความน่าเชื่อถือหรือความไว้วางใจของผู้ผลิตในการผลิตสินค้าหรือ
ผลิตภัณฑ์ใหม่ๆได้อีกด้วย ซึ่งปัจจัยส าคัญในการสร้างความน่าเชื่อถือของกระบวนการผลิตก็คือ การ
ลดหรือขจัดความผันแปรในคุณสมบัติของผลิตภัณฑ์ให้อยู่ในเกณฑ์ที่สามารถควบคุมได้ การควบคุม
กระบวนการเชิงสถิติ (Statistical process control or SPC) จึงเป็นหัวใจส าคัญในการควบคุม
คุณภาพของผลิตภัณฑ์ให้ตรงกับความต้องการของผู้บริโภค โดยวิธีการหรือเครื่องมือทางสถิติที่
น ามาใช้เพ่ือควบคุมคุณภาพประกอบไปด้วย 6 เครื่องมือหลัก ได้แก่ แผ่นตรวจสอบ (Check sheet) 
ฮิสโตแกรม (Histogram) แผนภาพพาเรโต (Pareto diagram) แผนภาพก้างปลา (Fishbone 
diagram) แผนภาพการกระจาย (Scatter diagram) และแผนภูมิควบคุม (Control chart) 
 แผนภูมิควบคุม แบ่งออกเป็น 2 ประเภทตามคุณสมบัติของผลิตภัณฑ์ที่ต้องการควบคุม ได้แก่ 
แผนภูมิควบคุมเชิงผันแปร (Control charts for variables) และ แผนภูมิควบคุมเชิงคุณลักษณะ 
(Control chart for attributes)  (ธิดาเดียว มยุรีสวรรค์, 2558) แผนภูมิควบคุมเชิงผันแปรเป็น
แผนภูมิที่ใช้ควบคุมกระบวนการสินค้าหรือผลิตภัณฑ์ที่คุณสมบัติที่ต้องการควบคุมสามารถวัดค่าได้
ด้วยการชั่ง ตวง วัด เช่น ปริมาณน้ าตาลในขนม ความยาวเส้นผ่านศูนย์กลางของชิ้นงาน ปริมาตรของ
เครื่องดื่ม น้ าหนักของผลิตภัณฑ์ เป็นต้น แผนภูมิควบคุมประเภทนี้ได้แก่ แผนภูมิควบคุม X  แผนภูมิ
ควบคุม R แผนภูมิควบคุม R  แผนภูมิควบคุม X เป็นต้น ส่วนแผนภูมิอีกประเภทหนึ่ง คือ แผนภูมิ
ควบคุมเชิงคุณลักษณะ (Control chart for attributes)  เป็นแผนภูมิควบคุมกระบวนการผลิตของ
ผลิตภัณฑ์ที่ผลิตไม่สามารถวัดค่าหรือคุณสมบัติด้วยการวัด แต่หาวัดหาค่าคุณสมบัตินั้นได้จากการแจง
นับ เช่น ดีหรือเสีย ช ารุดหรือไม่ช ารุด มีต าหนิหรือไม่มีต าหนิ เป็นต้น แผนภูมิควบคุมประเภทนี้ได้แก่ 
แผนภูมิ p แผนภูมิ np แผนภูมิ c เป็นต้น 
 แผนภูมิควบคุมจ านวนรอยต าหนิ หรือเรียกอีกชื่อหนึ่งว่า แผนภูมิ c (c Chart) เป็นแผนภูมิที่
ใช้ควบคุมรอยต าหนิหรือจุดบกพร่องบนผลิตภัณฑ์ 1 หน่วย ได้มีการน ามาใช้อย่างกว้างขวางในงาน
อุตสาหกรรม เช่น การควบคุมจ านวนรอยต าหนิบนชิ้นงานของส่วนประกอบรถยนต์ รอยต าหนิผ้ าที่
ทอหรือการตัดเย็บเสื้อผ้า รอยต าหนิบนภาชนะที่ท าจากพลาสติก  โดยเฉพาะกับการตรวจสอบ
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ผลิตภัณฑ์ที่ไม่สามารถระบุได้ว่าเป็นผลิตภัณฑ์ที่ช ารุดหรือไม่ แต่สามารถระบุจ านวนรอยต าหนิว่ามาก
หรือน้อย เกินกว่าที่จะยอมรับได้หรือไม่ โดยถ้าผลิตภัณฑ์มีรอยต าหนิมากเกินไปอาจจะสามารถระบุ
ได้ว่าเป็นผลิตภัณฑ์ที่ช ารุดได้ 

แผนภูมิควบคุมจ านวนรอยต าหนิ c chart เป็นแผนภูมิที่ใช้ควบคุมจ านวนรอยต าหนิหรือ
ข้อบกพร่องที่เกิดขึ้นบนผลิตภัณฑ์ เมื่อกลุ่มตัวอย่างย่อยมีขนาด 1 หน่วย เช่นรอยต าหนิบนผ้า 1 
ตารางวา หรือรอยต าหนิบนพื้นผิว 1 ชิ้นงาน เป็นต้น 

ถ้าให้ X เป็นตัวแปรสุ่มแทนจ านวนรอยต าหนิหรือจุดบกพร่องที่เกิดขึ้นบนผลิตภัณฑ์ 1 หน่วย 
แล้ว X จะมีการแจกแจงแบบปัวส์ซง (Poisson distribution) ที่มีฟังก์ชันความน่าจะเป็นคือ 

(x)
!

c xe c
f

x



  ; x=0,1,2,… 

เมื่อ c คือ จ านวนรอยต าหนิหรือจุดบกพร่องเฉลี่ยของกระบวนการผลิตที่เกิดขึ้นบนผลิตภัณฑ์ 

1 หน่วย และมีค่ามากกว่า 0 และ E(X) = V(X) = c ดังนั้น จะได้ว่า ขีดจ ากัดควบคุมที่ 3 control 
limits ของแผนภูมิ c คือ 

UCL = 3c c   

  CL = c   

LCL = 3c c   
 ซึ่งในการหาประสิทธิภาพของแผนภูมิควบคุมนี้ จะพิจารณาจากค่าความยาวรันเฉลี่ย 
(Average Run Length: ARL) และอัตราการแจ้งเตือนผิดพลาด (False Alarm Rate: FAR) โดยใน
การค านวณหาค่า ARL ของแผนภูมิควบคุมจ านวนรอยต าหนิ c chart จะสามารถค านวณหาได้จาก
ค่า FAR ดังนั้น โดยพิจารณาจากขีดจ ากัดแผนภูมิควบคุม (Control Chart Limits) ที่ และน ามา
พิจารณาค่าขนาดของบริเวณการปฏิเสธ (Rejection Region) ที่ถูกนิยามโดย 

 
 *

|


   f

R

f x data  

ถ้าค่าสถิติควบคุม (Control Statistic) ตกอยู่ในขีดจ ากัดแผนภูมิควบคุม เราจะเรียกว่า 

กระบวนการอยู่ภายใต้การควบคุม (In Control Process) แต่ถ้าสถิติควบคุมอยู่ภายนอกขีดจ ากัด

แผนภูมิควยคุม เราจะเรียกว่า กระบวนการอยู่นอกเหนือการควบคุม (Out-of-Control Process) ซึ่ง

เมื่อกระบวนการอยู่นอกเหนือการควบคุมเกิดขึ้นแล้ว จะมีการส่งสัญญาณเตือนของกระบวนการ

ดังกล่าว ความน่าจะเป็นของการส่งสัญญาณเตือนเมื่อกระบวนการอยู่ภายใต้การควบคุมจะถูกเรียกว่า 

อัตราการแจ้งเตือนผิดพลาด (FAR) ซึ่งค่านี้จะน าไปสู่การค านวณหาค่า ARL ซึ่งเป็นค่าที่ไว้วัด
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ประสิทธิภาพของแผนภูมิควบคุมนั่นเอง จะได้ว่า ค่า ARL พิจารณาจากความน่าจะเป็นของการส่ง

สัญญาณเตือนเมื่อกระบวนการอยู่ภายใต้การควบคุมจะถูกเรียกว่า อัตราการแจ้งเตือนผิดพลาด 

(False Alarm Rate: FAR) ซึ่งค่าสังเกตของจุดที่อยู่นอกขีดจ ากัดแผนภูมิควบคุมลักษณะดังกล่าวจะ

ถือว่ามีการแจกแจงเรขาคณิต (Geometric Distribution)   

ถ้าให้ X ~  GEO   จะได้ว่า ค่าเฉลี่ยหรือค่าคาดหวัง (Expected Value) ของการแจก

แจงดังกล่าวจะมีค่าเท่ากับ  
1

E X


 ดังนั้น จะได้ว่า ARL สามารค านวณได้จาก 

 

1 1
int

 ARL
P sampling po plotsout of control FAR

 

 

เมื่อพิจารณาค่าอัตราการแจ้งเตือนผิดพลาดส าหรับแนวความคิดของแผนภูมิควบคุมชิลฮาร์ท 

(Shewhart Control Chart) โดยอาศัยพ้ืนที่ภายใต้เส้นโค้งการแจกแจงปกติ 3  แล้วจะได้ว่า ค่า 

FAR จะมีค่าเท่ากับ 0.0027 ดังนั้น ค่าความยาวรันเฉลี่ย ARL จึงมีค่าเท่ากับ 1 370.3704
0.0027

  

นั่นเอง และเนื่องจากค่า ARL เป็นค่าเฉลี่ยของจ านวนจุดที่ตกอยู่ภายในขีดจ ากัดควบคุมเมื่อ

กระบวนการอยู่ภายใต้การควบคุม ดังนั้น ARL ที่เป็นค่าท่ีต้องการจึงควรมีค่ามาก ๆ ดังนั้นค่า FAR ที่

เป็นที่ต้องการจึงควรมีค่าน้อย ๆ เช่นกัน ซึ่งการสร้างแผนภูมิควบคุมรอยต าหนิโดยใช้วิธีดั้งเดิม 

(Frequentist Method) โดยการค านวณหาค่า ARL และ FAR ถูกน าเสนอโดย Chakraboti และ 

Human (2008) ต่อมา Raubenheimer และ Merwe (2015) การสร้างแผนภูมิควบคุมรอยต าหนิ

โดยใช้วิธีเบส์ที่มีการก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ (Jeffreys Prior) และน าค่า ARL และ 

FAR จากแนวคิดดังกล่าวมาเปรียบเทียบประสิทธิภาพกับวิธีดั้งเดิม ซึ่งผลการศึกษาพบว่า ส่วนใหญ่วิธี

เบส์มีประสิทธิภาพดีกว่าวิธีดั้งเดิม เนืองจากวิธีเบส์มักจะให้ค่า ARL ที่สูงกว่าวิธีดั้งเดิม การสร้าง

แผนภูมิควบคุมจ านวนรอยต าหนิด้วยวิธีเบส์จึงควรถูกน าไปใช้ เนื่องจากการควบคุมคุณภาพเชิงสถิติที่

ใช้แผนภูมิควบคุมเป็นเครื่องมือจะอาศัยการเก็บรวบรวมค่าสังเกตที่จะเกิดขึ้นในอนาคต ซึ่งแนวคิด

เบส์จะมีหลักการที่สอดคล้องกับการพยากรณ์ค่าสังเกตเหล่านั้น 

เพ่ือเพ่ิมประสิทธิภาพของแผนภูมิควบคุมจ านวนรอยต าหนิ c chart ดังกล่าว ผู้วิจัยจึงมีความ
สนใจที่จะน าวิธีการอนุมานชิงสถิติแบบเอ็มพิริคัลเบส์ (Empirical Bayes Approach) ซึ่งเป็นแนวคิด
ที่ใช้ในการประมาณค่าพารามิเตอร์มาประยุกต์ใช้สร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart ซึ่ง
เป็นแนวคิดที่แตกต่างจากแนวความคิดแบบดั้งเดิม (Classical approach) และแนวคิดเบส์  
(Bayesian Approach) 
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1.2 วัตถุประสงค์ของกำรวิจัย 
1.2.1 เพ่ือสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใชแ้นวความคิดเอ็มพิริคัลเบส์ 
1.2.2 เพ่ือเปรียบเทียบประสิทธิภาพแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้

แนวความคิดเอ็มพิริคัลเบส์กับแผนภูมิควบคุมรอยต าหนิประเภทดั้งเดิม 
 

1.3 ขอบเขตของกำรด ำเนินกำรวิจัย 
ในการศึกษาวิจัยนี้ ผู้วิจัยได้ด าเนินการศึกษาการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-

chart โดยใช้แนวความคิดเอ็มพิริคัลเบส์ ดังนั้นผู้วิจัยจึงได้ก าหนดขอบเขตของการด าเนินการวิจัย 

ดังนี้ 

1.3.1 ในการสร้างแผนแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart จะพิจารณาจากข้อมูลที่มี

การแจกแจงปัวซง 

1.3.2  ก าหนดการแจกแจงเบื้องต้นเป็นแบบคอนจูเกต (Conjugate Prior) โดยใช้เป็นการแจก

แจงเลขชี้ก าลัง (Exponential Distribution) 

1.3.3  ใช้วิธีภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Method) ในการประมาณค่า

ไฮเปอร์พารามิเตอร์ตามแนวคิดเอ็มพิริคัลเบส์ 

1.3.4  ก าหนดจ านวนหน่วยตัวอย่าง m เท่ากับ 5, 10, 15, 20, 25, 30, 50, 100, 200, 300, 

500 และ 1,000 

1.3.5 ก าหนดพารามิเตอร์ของการแจกแจงปัวซง   เท่ากับ 0.5, 1, 2, 3, 4, 5, 8, 10, 20, 

50, 100, 200 และ 500  

1.3.6 ท าการจ าลองข้อมูลซ้ าจ านวน 20,000 รอบในแต่ละสถานการณ์ 

 

1.4 ประโยชน์ที่คำดว่ำจะได้รับ 
1.4.1 ได้องค์ความรู้เกี่ยวกับการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้

แนวความคิดเอ็มพิริคัลเบส์ 
1.4.2 ทราบประสิทธิภาพแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้แนวความคิด

เอ็มพิริคัลเบส์กับแผนภูมิควบคุมจ านวนรอยต าหนิโดยใช้วิธีดั้งเดิมและวิธีเบส์ 
1.4.3 เพ่ือเป็นแนวทางในการศึกษาการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-chart โดยใช้

วิธีอ่ืน  
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1.4.4 เพ่ือเป็นแนวทางในการน าเอาวิธีเอ็มพิริคัลเบส์ในการสร้างแผนภูมิควบคุมไปใช้ในการ
สร้างแผนภูมิควบคุมอ่ืน เช่น ประยุกต์ใช้กับแผนภูมิควบคุมค่าเฉลี่ย แผนภูมิควบคุมส่วนเบี่ยงเบน
มาตรฐาน แผนภูมิควบคุมสัดส่วนผลิตภัณฑ์เสีย แผนภูมิควบคุมจ านวนนผลิตภัณฑ์เสีย เป็นต้น 

1.4.5 เพ่ือเป็นแนวทางในการน าเอาวิธีเอ็มพิริคัลเบส์ไปใช้ในสถิติเชิงอนุมานอ่ืน หรือใช้ใน
กระบวนการการควบคุมคุณภาพเชิงสถิติด้านอ่ืน เช่น แผนการชักสิ่งตัวอย่างเพ่ือการตรวจสอบ 
แผนการชักสิ่งตัวอย่างเพ่ือการยอมรับ เป็นต้น 
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บทท่ี 2 

การทบทวบวรรณกรรม 
  

ในการวิจัยนี้ นักวิจัยได้ศึกษาข้อมูล เอกสาร ทฤษฎี และงานวิจัยต่าง ๆ ที่เกี่ยวข้องกับกับการ

สร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart โดยมีการประยุกต์ใช้งานในการประมาณค่าไฮเปอร์

พารามิเตอร์และแนวคิดเบส์ส าหรับการสร้างแผนภูมิควบคุมดังกล่าว โดยมีรายละเอียดดังนี้ 

 

2.1 แผนภูมิควบคุม 

แผนภูมิควบคุม (Control chart) ถือว่าเป็น เครื่องมือที่ส าคัญที่นิยมน ามาใช้ในการควบคุม
คุณภาพทางสถิติในกระบวนการผลิตสินค้าหรือผลิตภัณฑ์ที่ต้องการลดหรือขจัดความผันแปรใน
คุณสมบัติของผลิตภัณฑ์ให้อยู่ในเกณฑ์ที่ต้องการ และเพ่ิมคุณภาพของสินค้า ตรงกับความต้องการ
ของผู้บริโภค แผนภูมิควบคุมแบ่งออกเป็น 2 ประเภทด้วยกัน คือ แผนภูมิควบคุมเชิงผันแปร 
(Control charts for variables)  และ แผนภู มิควบคุม เชิ งคุณลักษณะ (Control charts for 
attributes)  

แผนภูมิควบคุมเชิงผันแปร เป็นแผนภูมิที่ใช้ควบคุมกระบวนการผลิตส าหรับผลิตภัณฑ์ที่มี
คุณสมบัติที่ต้องการควบคุมโดยสามารถวัดค่าได้ด้วยการชั่ง ตวง วัด เช่น ปริมาณเครื่องดื่มบรรจุขวด 
ความยาวของชิ้นงาน น้ าหนักของผลิตภัณฑ์ อายุการใช้งานของหลอดไฟ เป็นต้น  

แผนภูมิควบคุมเชิงคุณลักษณะ เป็นแผนภูมิควบคุมกระบวนการผลิตที่ค่าคุณสมบัติของ
ผลิตภัณฑ์ที่ต้องการควบคุมได้ด้วยการแจงนับ เช่น ดีหรือเสีย ช ารุดหรือไม่ช ารุด บกพร่องหรือไม่
บกพร่อง มีต าหนิหรือไม่มีต าหนิ เป็นต้น 

แผนภูมิ c เป็นแผนภูมิที่ใช้ควบคุมจ านวนรอยต าหนิหรือข้อบกพร่องที่เกิดขึ้นบนผลิตภัณฑ์ 
เมื่อกลุ่มตัวอย่างย่อยมีขนาด 1 หน่วย เช่นรอยต าหนิบนผ้า 1 ตารางวา หรือรอยต าหนิบนพ้ืนผิว 1 
ชิ้นงาน เป็นต้น 

ถ้าให้ X เป็นตัวแปรสุ่มแทนจ านวนรอยต าหนิหรือจุดบกพร่องที่เกิดขึ้นบนผลิตภัณฑ์ 1 หน่วย 
แล้ว X จะมีการแจกแจงแบบปัวส์ซง (Poisson distribution) ที่มีฟังก์ชันความน่าจะเป็นคือ 

(x)
!

c xe c
f

x



  ; x=0,1,2,… 
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เมื่อ c คือ จ านวนรอยต าหนิหรือจุดบกพร่องเฉลี่ยของกระบวนการผลิตที่เกิดขึ้นบนผลิตภัณฑ์ 

1 หน่วย และมีค่ามากกว่า 0 และ E(X) = V(X) = c ดังนั้น จะได้ว่า ขีดจ ากัดควบคุมที่ 3 control 
limits ของแผนภูมิ c คือ 

UCL = 3c c   

  CL = c   

LCL = 3c c   
 

2.2    แนวคิดแบบเบส์และเอ็มพิริคัลเบส์ (Bayesian and Empirical Bayes approach) 
 ในการอนุมานโดยใช้แนวคิดแบบเบส์จะพิจารณาว่าพารามิเตอร์เป็นตัวแปรสุ่มที่มีการแจกแจง
ความน่าจะเป็น โดยในการค านวณจะมีการน าความรู้หรือความเชื่อเดิมที่เกี่ยวข้องกับพารามิเตอร์มา
ใช้ประกอบการอนุมาน ส่วนหลักการอนุมานแบบเอ็มพิริคัลเบส์นั้นจะมีความคล้ายคลึงกับแนวคิด
แบบเบส์ แต่มีความแตกต่างจากแนวคิดแบบเบส์ในส่วนของค่าไฮเปอร์พารามิเตอร์ โดยแนวคิดแบบ
เบส์จะพิจารณาว่า ค่าไฮเปอร์พารามิเตอร์เป็นค่าที่ทราบว่ามีค่าเป็นเท่าไหร่ และน าค่านั้นมาใช้
ประกอบการอนุมานได้เลย แต่ในขณะที่แนวความคิดแบบเอ็มพิริคัลเบส์จะท าการประมาณค่าไฮเปอร์
พารามิเตอร์ด้วยวิธีแบบเดิมโดยใช้ข้อมูลที่ได้จากตัวอย่างมาช่วยในการประมาณ แล้วจึงน า
ค่าประมาณไฮเปอร์พารามิเตอร์ที่ได้ไปแทนค่าในฟังก์ชันการแจกแจงภายหลังที่ค านวณได้ตามวิธีการ
ของเบส์ 

2.2.1  แนวคิดเบส์ 

แนวความคิดในการประมาณค่าพารามิเตอร์สถิติตามแนวของเบส์ (Bayesian Approach) จะ

มีความแตกต่างจากแนวความคิดดั้งเดิม ซึ่งแนวคิดดั้งเดิมจะพิจารณาว่าค่าพารามิเตอร์เป็นค่าคงที่ที่

ไม่ทราบค่าและจะท าการสุ่มตัวอย่างมาจากประชากรที่มีฟังก์ชันความน่าจะเป็น  f x |   เพ่ือ

ประมาณค่าพารามิเตอร์ ในขณะที่แนวคิดเบส์จะพยายามใช้ความรู้เดิมหรือข้อมูลเดิมเกี่ยวกับ   มา

ใช้ประโยชน์ในการประมาณ   ดังนั้นจะพิจารณาว่าพารามิเตอร์    เป็นตัวแปรสุ่มที่มีการแจกแจง

ความน่าจะเป็นรูปใดรูปหนึ่งมาช่วยในการหาตัวประมาณ 

ซึ่งในการประมาณค่าเราจะน าความรู้เกี่ยวกับตัวแปรสุ่ม และตัวประมาณที่ได้จะอยู่ในรูปการ

แจกแจงภายหลัง (Posterior Distribution) โดยมีรายละเอียดในการหาตัวประมาณต่าง ๆ (ประชุม 

สุวัตถี, 2545) ดังนี้ 
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ให้ 1 2 nX ,X , ..., X เป็นตัวอย่างสุ่มมาจากประชากรที่มีฟังก์ชันความน่าจะเป็น การแจกแจง

แบบปัวซงด้วยพารามิเตอร์    f x; f x |    โดยที่   เป็นค่าของตัวแปรสุ่ม ด้วยฟังก์ชัน

ความน่าจะเป็นดังนี้ 

ในที่นี้ เราถือว่า  f x |   เป็นฟังก์ชันความน่าจะเป็นเงื่อนไข (Conditional Probability 

function) ของตัวแปรสุ่ม X  เมื่อก าหนด   

ให้ตัวแปรสุ่ม   มีฟังก์ชันความน่าจะเป็น  g   ซึ่งเรียกว่า ฟังก์ชันความน่าจะเป็นเบื้องต้น 

(Prior or Initial Probability function) หรือการแจงแจงเบื้องต้น (Prior Distribution)  ของ   

ให้   1 nh | X , ..., X หรือ  h | X เป็นฟังก์ชันความน่าจะเป็นแบบมีเงื่อนไขของตัวแปร

สุ่ม   เมื่อก าหนดว่า 1 1 n nX x , ..., X x   มักเรียกนี้ว่า ฟังก์ชันความน่าจะเป็นภายหลัง 

(Posterior Probability Function or Posterior Distribution)  หรือ ฟังก์ชันความน่าจะเป็น

ปรับแก้ (Revised Probability Function) ของ   

 ในการก าหนด  h | X จะก าหนดฟังก์ชันความน่าจะเป็นร่วมของ 1 2 nX ,X , ..., X  เมื่อ

ก าหนด   ได้แก่      
n

1 n 1 n i
i 1

f x , ..., x ; f x , ..., x | f x |


      

 อาจหาฟังก์ชันความความน่าจะเป็นภายหลังของ   ได้จากฟังก์ชันความน่าจะเป็นเบื้องต้น 

และฟังก์ชันความน่าจะเป็นแบบมีเงื่อนไขของตัวอย่างสุ่ม โดยใช้ความรู้เกี่ยวกับฟังก์ชันความน่าจะ

เป็นแบบมีเงื่อนไข 

 ให้   มีฟังก์ชันความน่าจะเป็นเบื้องต้นเป็น  g   ดังนั้น จะได้ว่า ฟังก์ชันความน่าจะเป็น

ร่วมของ 1 2 nX ,X , ..., X  และ  g   ได้แก่ 

           
n

1 n i
i 1

f x , ..., x | g f x | g


      

 ฟังก์ชันความน่าจะเป็นร่วมของ 1 2 nX ,X , ..., X  (แบบไม่มีเงื่อนไข) คือ 

      1 nf x , ..., x | g d




    

 ดังนั้น ฟังก์ชันความน่าจะเป็นภายหลังของ   คือ 
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   
    

    

1 n

1 n

f x , ..., x | g
h | X

f x , ..., x | g d




 
 

  

 

 หรือ  
    

    

n

i
i 1

n

i
i 1

f x | g
h | X

f x | g d







  
 

   

 

2.2.2  แนวคิดเอ็มพิริคัลเบส์ 

 แนวคิดเอ็มพริคัลเบส์ที่ใช้ส าหรับการประมาณค่าพารามิเตอร์เป็นแนวคิดที่มีความคล้ายคลึง

กับเบส์ แต่เป็นการผสมผสานระหว่างแนวคิดเบส์และแนวคิดดั้งเดิม ซึ่งโดยปกติแนวคิดดั้งเดิมจะ

พิจารณาว่า พารามิเตอร์เป็นค่าคงที่ที่ไม่ทราบค่า ดังนั้นจะท าการสุ่มตัวอย่างมาช่วยในการประมาณ

ค่า ส่วนแนวคิดเบส์ จะพิจารณาว่า พารามิเตอร์เป็นตัวแปรสุ่มโดยจะน าความรู้ เดิมเกี่ยวกับ

พารามิเตอร์ (Prior Knowledge) มาช่วยในการหาค่าประมาณของพารามิเตอร์และจะสมมติว่า

พารามิเตอร์ของการแจกแจงเบื้องต้นที่เรียกว่าไฮเปอร์พารามิเตอร์ (Hyperparameter) เป็นค่าที่

ทราบค่า และจ าน าความรู้เกี่ยวกับไฮเปอร์พารามิเตอร์มาช่วยในการประมาณ  

 ส่วนแนวคิดเอ็มพิริคัลเบส์เป็นการผสมผสานระว่างสองแนวคิดข้างต้นจึงมีความแตกต่างจาก

แนวคิดเบส์ เนื่องจากแนวคิดเอ็มพิริคัลเบส์จะพิจารณาถึงค่าไฮเปอร์พารามิ เตอร์ว่าเป็นค่าที่ไม่ทราบ

ค่า และจ าด าเนินการประมาณค่าไฮเปอร์พารามิเตอร์โดยอาศัยวิธีการประมาณค่าด้วยแนวคิดดั้งเดิม

นั้นก่อน แล้วจึงน าไปแทนค่าในการแจกแจงภายหลังตามแนวคิดของเบส์ ซึ่งแนวคิดแบบเอ็มพิริ

คัลเบส์จะมีวิธีการในการหาค่าประมาณ ดังนี้ 

ให้  1 2 nX ,X , ..., X  เป็ นตั ว อย่ า งสุ่ มมาจากประชากรที่ มี ฟั งก์ ชั นความน่ าจ ะ เป็ น 

 f x | ;   โดยที่   เป็นค่าของตัวแปรสุ่ม   ด้วยฟังก์ชันความน่าจะเป็น  f x |   โดย

ถือว่า  f x |   เป็นฟังก์ชันความน่าจะเป็นเงื่อนไข (Conditional Probability function) ของตัว

แปรสุ่ม X  เมื่อก าหนด   

ให้ตัวแปรสุ่ม   มีฟังก์ชันความน่าจะเป็น  g   ซึ่งเรียกว่า ฟังก์ชันความน่าจะเป็นเบื้องต้น 

(Prior or Initial Probability function) หรือการแจงแจงเบื้องต้น (Prior Distribution)  ของ   



10 
 

ตัวประมาณแบบเอ็มพิริคัลเบส์ของการแจกแจงของตัวแปรสุ่ม X โดยก าหนดฟังก์ชันความน่าจะเป็น

เบื้องต้นของพารามิเตอร์   คือ  g   จะค านวณหาการแจกแจงภายหลังส่วนริม (Posterior 

marginal distribution) ของ X สามารถค านวณได้จาก      | |




    im x f x g d  

 แล้วจึงน า  | im x  มหาหาตัวประมาณของไฮเปอร์พารามิเตอร์ โดยตามแนวคิดของวิธี

เอ็มพิริคัลเบส์นั้น จะนิยมใช้วิธีดั้งเดิม เช่น วิธีภาวะน่าจะเป็นสูงสูงหรือวิธีโมเมนต์ ซึ่งโดยส่วนใหญ่จะ

นิยมใช้วิธีภาวะน่าจะเป็นสูงสุดมาช่วยในการประมาณค่าไฮเปอร์พารามิเตอร์ โดยมีรายละเอียดอยู่ใน

หัวข้อถัดไป และเมื่อได้ตัวประมาณไฮเปอร์พารามิเตอร์แล้ว จะน ามาแทนค่าเพ่ือค านวณหาการแจก

แจงภายหลังตามแนวคิดของเบส์เป็นล าดับถัดไป 

2.2.3  วิธีหาตัวประมาณภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Method) 

วิธีการการประมาณค่าพารามิเตอร์ด้วยวิธีภาวะน่าจะเป็นสูงสุดเป็นหนึ่งในวิธีดั้งเดิม (Classical 

Methods) ที่ใช้กันแพร่หลายมากที่สุด มีแนวคิดมากนานตั้งแค่คริสศตวรรษที่ 18 และพัฒนาเรื่อยมา

จนเหมาะสม วิธีการประมาณค่าวิธีนี้จึงเป็นวิธีที่ได้รับความนิยมมากที่สุดวิธีหนึ่งที่ใช้ในการหาตัว

ประมาณ เนื่องจากง่ายต่อการค านวณและเป็นตัวประมาณที่มีประสิทธิภาพ โดยในการศึกษาครั้งนี้จะ

ใช้วิธีหาตัวประมาณภาวะน่าจะเป็นสูงสุของไฮเปอร์พารามิเตอร์หรือหาค่าประมาณของไฮเปอร์

พารามิเตอร์ของการแจกแจงเลขชี้ก าลังตามแนวคิดของวิธีเอ็มพิริคัลเบส์ ซึ่งจะก าหนดให้ค่าไฮเปอร์

เป็นค่าที่ไม่ทราบค่า ดังนั้นจึงจ าเป็นจะต้องประมาณเสียก่อนโดยวิธีใช้นิยมใช้ในการประมาณไฮเปอร์

พารามิเตอร์จะเป็นวิธีประมาณค่าโดยใช้แนวคิดดั้งเดิม (Classical Method) ซึ่งผู้วิจัยได้เลือกใช้วิธี

ภาวะน่าจะเป็นสูงสุดในการศึกษา 

วิธีการหาตัวประมาณวิธีนี้จะพิจารณาจากฟังก์ชันภาวะน่าจะเป็น (Likelihood Function) 

ดังต่อไปนี้ (ประชุม สุวัตถี, 2545) 

ใ ห้  1 2 nX ,X , ..., X  เ ป็ น ตั ว อย่ า ง สุ่ มม า จากประชากรที่ มี ฟั ง ก์ ชั นค ว ามน่ า จะ เป็ น 

 f x | ;   แล้วฟังก์ชันภาวะน่าจะเป็น (Likelihood Function) ของแปรตัวสุ่ม คือ ฟังก์ชัน

ความน่าจะเป็นร่วมหรือผลคูณของฟังก์ชันความน่าจะเป็น    1 nL L ; x , ..., x L     ของ

ตัวอย่างสุ่มที่เป็นฟังก์ชันของพารามิเตอร์   นั่นคือ 

      
n

1 n i
i 1

L L ; x , ..., x f x |


     
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ค่าของพารามิเตอร์   ในเทอมของค่าสังเกตของตัวอย่างสุ่ม 1 2 nX ,X , ..., X  ที่ท าให้ฟังก์ชัน

ภาวะน่าจะเป็นมีค่าสูงสุด เรียกว่า ตัวประมาณแบบภาวะน่าจะเป็นสูงสุด (Maximum Likelihood 

Estimator :  MLE)  ข อ ง    นั่ น คื อ   1 n
ˆ ˆ X , ..., X    เ ป็ น  MLE ข อ ง    ก็ ต่ อ เ มื่ อ 

    1 n
ˆ ˆL L X , ..., X     มีค่าสูงสุด 

  วิธีการหาตัวประมาณแบบภาวะน่าจะเป็นสูงสุด เป็นวิธีการหาค่าของพารามิเตอร์   ที่ท าให้ 

 1 n
ˆ ˆ X , ..., X    มีค่าสูงสุด โดยมีขั้นตอนในการค านวณดังต่อไปนี้ 

2.2.3.1 หาฟังก์ชันภาวะน่าจะเป็น    
n

i
i 1

L f x |


    โดยที่ 1 2 nX ,X , ..., X เป็น

ตั ว อ ย่ า ง สุ่ ม ม า จ า ก ป ร ะ ช า ก ร ที่ มี ฟั ง ก์ ชั น ค ว า ม น่ า จ ะ เ ป็ น   f x |  ที่ ท า ใ ห้  

   1 n 1 n
ˆL ; x , ..., x L ; x , ..., x    

2.2.3.2 หาลอการิทึม (Logarithm) ของ  L   เพ่ือปรับให้  L   มีความต่อเนื่อง 

เพ่ือท าให้  L  เป็นฟังก์ชันที่สามารถหาอนุพันธ์ได้ (Differentiable Function) โดยใช้สัญลักษณ์ 

Logarithm ของ  L   ด้วย lnL  

2.2.3.3 เมื่อฟังก์ชันภาวะน่าจะเป็น  L   เป็นฟังก์ชันหาอนุพันธ์ได้เมื่อเทียบกับ   

แล้วจะหาอนุพันธ์ แล้วจะใช้อนุพันธ์หา MLE ของ   เมื่อเรนจ์ของ  if x |  ไม่ข้ึนอยู่กับ   และ 

  อยู่ในช่วงจ านวนจริงช่วงหนึ่ง จะได้ว่า ̂  คือรากของสมการ 
lnL

0





  

2.2.3.4 จากเงื่อนไขพอเพียง (Sufficient Conditional) ที่ ̂  ท าให้    ˆL L    

,  หรือ ̂  เป็นค่าที่ท าให้  L  มีค่าสูงสุด คือ 
2

2

lnL
0





 

 

2.3 การแจกแจงและคุณสมบัติท่ีส าคัญเกี่ยวกับการแจกแจง 

ในการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart จะพิจารณาข้อมูลจ านวนรอยต าหนิตาม

ลักษณะของการแจกแจงปัวซง ซึ่งเป็นการแจงที่สนใจจ านวนเหตุการณ์ที่เกิดขึ้นในขอบเขตที่ก าหนด 

นอกจากนี้จะมีการแจกแจงต่าง ๆ ที่เกี่ยวข้องกับการแจกแจงปัวซงที่ใช้ในการสร้างแผนภูมิควบคุม

จ านวนรอยต าหนิ c chart โดยใช้แนวคิดเบส์ และเอ็มพิริคัลเบส์ โดยมีรายละเอียดเกี่ยวกับลักษณะ

ของข้อมูลที่มีการแจกแจงต่าง ๆ (วัชราภรณ์ อ่อนเส็ง, 2554) ที่เก่ียวข้อง ดังนี้ 
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2.3.1 การแจกแจงปัวซง (Poisson Distribution) 

 ในการทดลองใด ๆ ที่สนใจจ านวนครั้งของการเกิดเหตุการณ์ที่เกิดขึ้นในขอบเขตที่ก าหนด เช่น 

ในช่วงเวลาใดช่วงเวลาหนึ่ง หรือพ้ืนที่ใดพ้ืนที่หนึ่ง เรียกการทดลองนี้ว่า การทดลองปัวซง (Poisson 

Experiment) ซึ่งจ านวนเหตุการณ์ที่เกิดขึ้นมีลักษณะไม่ต่อเนื่อง แต่เกิดขึ้นในช่วงเวลาหรือพ้ืนที่ที่

ก าหนดที่มีลักษณะต่อเนื่อง (Discrete Event in a Continuous Interval) ตัวอย่างเช่น 

- จ านวนประชาชนที่เข้าชมงานกาชาดมะขามหวาน ในจังหวัดเพชรบูรณ์ ปี 2565 

- จ านวนโทรศัพท์เบอร์ฉุกเฉินหน่วยกู้ภัยดังในช่วงเวลา 19.00 – 24.00 น. 

- จ านวนอุบัติเหตุที่เกิดขึ้นบริเวณแยกท่าพล ต าบลท่าพล อ าเภอเมือง จังหวัดเพชรบูรณ์ 

- จ านวนค าที่พิมพ์ผิดในบทความวิจัยเรื่องหนึ่งของวารสารคณะวิทยาศาสตร์และ

เทคโนโลยีมหาวิทยาลัยราชภัฏเพชรบูรณ์ 

ถ้าให้ X เป็นตัวแปรสุ่ม แทน จ านวนครั้งของเหตุการณ์ท่ีเกิดขึ้นในช่วงเวลาที่ก าหนดหรือพ้ืนที่

ที่ก าหนด 

ค่าท่ีเป็นไปได้ของ X คือ 0, 1, 2, 3, …  

ตัวแปรสุ่ม X จะถูกเรียกว่า ตัวแปรสุ่มปัวซง (Poisson Random Variable) มีฟังก์ชันความน่าจะเป็น

ดังนี้ 

   

xe
f (x) P X x ; x 0,1,2, ...

x !

 
     

โดยที่ 0, e 2.71828...    และ   เป็นค่าเฉลี่ยของจ านวนเหตุการณ์ที่สนใจที่เกิดขึ้นใน

ช่วงเวลาหรือในขอบเขตที่ก าหนด 

 ตัวแปรสุ่ม X ที่มีการแจกแจงปัวซง โดยมี   เป็นพารามิเตอร์ จะสามารถเขียนแทนด้วย       

X~  Poi   และ f (x)  มีคุณสมบัติเป็นฟังก์ชันความน่าจะเป็น โดย 

1. f (x) 0  

2. 
x

x x 0

e
f (x)

x !







  1      

 

นอกจากนี้หากกล่าวถึงการแจกแจงปัวซงจะมีคุณสมบัติเกี่ยวกับค่าคาดหวัง (Expected 

Value) และค่าความแปรปรวน (Variance) ซึ่งถือว่าการแจกแจงปัวซงเป็นการแจกแจงที่มีคุณสมบัติ

ที่พิเศษ เนื่องจากค่าเฉลี่ยหรือค่าคาดหวัง กับความแปรปรวนมีค่าเท่ากันนั่นและ นั่นคือ 

ถ้า X เป็นตัวแรปสุ่มที่มีการแจกแจงปัวซง แล้วค่าเฉลี่ย และ ความแปรปรวนของ X คือ 
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   E(X)     

  และ  2 V(X)     

 

2.3.2 การแจกแจงเลขชี้ก าลัง (Exponential Distribution) 

พิจารณาตัวแปรสุ่มชนิดไม่ต่อเนื่องที่มีการแจกแจงปัวซง โดยสนใจจ านวนเหตุการณ์ที่เกิดขึ้น

ในช่วงเวลาใดเวลาหนึ่งหรือพ้ืนที่ใดพ้ืนที่หนึ่ง หากสนใจระยะเวลารอคอยระหว่างที่จะเกิดเหตุการณ์ที่

สนใจขึ้นเป็นครั้งแรก ซึ่งถือว่าเป็นตัวแปรสุ่มชนิดต่อเนื่องที่มีค่าเป็นบวก 

 ให้ X เป็นตัวแปรสุ่ม แทนระยะเวลาในการรอคอยจนกว่าจะเกิดเหตุการณ์ที่สนใจขึ้นเป็นครั้ง

แรก จะเรียก X ว่าเป็นตัวแปรสุ่มที่มีการการแจกแจงเลขชี้ก าลัง โดยมีฟังก์ชันความน่าจะเป็นดังนี้ 

 

x1
e ; x 0

f (x)
0 ; x 0







 
 


 

โดยมี 0   เป็นพารามิเตอร์ เขียนแทนด้วยสัญลักษณ์ X~  Exp    ดังนั้น เวลาที่ใช้ใน

การรอคอย มีการแจกแจงเลขชี้ก าลัง โดยมี 
1

 


 เมื่อ   เป็นพารามิเตอร์ของการแจกแจงปัวซง 

และ f (x)  มีคุณสมบัติเป็นฟังก์ชันความน่าจะเป็น โดย 

1. f (x) 0  

2. 
x

0

1
f (x)dx e dx

 






  1  

 

ถ้า X เป็นตัวแรปสุ่มที่มีการแจกแจงเลขชี้ก าลัง แล้วค่าเฉลี่ย และ ความแปรปรวนของ X คือ 

    E(X)    

  และ    2 2V(X)     

 

2.3.3 การแจกแจงแกมมา (Gamma Distribution) 

พิจารณากระบวนการปัวซงที่มีค่าเฉลี่ยในช่วงเวลาหนึ่งเท่ากับ   ซึ่งถ้าสนใจระยะเวลาที่รอ

คอยจนกระทั่งเกิดเหตุการณ์ที่สนใจขึ้นเป็นครั้งที่   และให้ X แทน ระยะเวลารอคอยจนกระทั่งเกิด

เหตุการณ์ที่สนใจเป็นครั้งที่    
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ให้ X เป็นตัวแปรสุ่ม แทน ระยะเวลารอคอยจนกระทั่งเกิดเหตุการณ์ที่สนใจเป็นครั้งที่  จะ

ได้ว่า ตัวแปรสุ่ม X มีการแจกแจงแกมมา มีฟังก์ชันการแจกแจงของ X ได้ดังนี้ 

   

x /11
x e ; x 0

f (x)
0 ; x 0

 



 
   

 


 

 ซึ่งการแจกแจงแกมมามีพารามิเตอร์ 2 ด้วย คือ   และ 
1

 


 ซึ่งมีที่มาจากการแจง

แจงปัวซงนั่นเอง และสามารถเขียนแทนสัญลักษณ์การแจกแจงแกมมา ได้ว่า X~  Gamma ,   

และ f (x)  มีคุณสมับติเป็นฟังก์ชันความน่าจะเป็น ดังนี้ 

 1. f (x) 0  ส าหรับทุกค่าของ x 

 2. 
 

x /1

0

1
f (x) dx x e dx

 
 






     1   

ในกรณีที่ 1   จะได้ว่า 
x /1

f (x) e ; x 0
 

 


 ดังนั้น จะได้ว่า การแจกแจงเลขชี้

ก าลังเป็นกรณีพิเศษ (Special Case) ของการแจกแจงแกมมา  โดยที่ฟังก์ชันแกมมา แทนด้วย   

ถูกก าหนดดังนี้ 

    1 x

0

x e dx ; 0


       

ซึ่งฟังก์ชันแกมมามีคุณสมบัติดังนี้ 

       1 1       

ถ้า p เป็นจ านวนเต็มบวก ที่ n  โดยการประยุกต์ซ้ า ๆ กันของ     จะได้ว่า 

      n n 1 n 2 3 2 1       
เช่น     6 6 1 ! 5! 120      

 ถ้า X เป็นตัวแปรสุ่มที่มีการแจกแจงแกมมาด้วยพารามิเตอร์   และ   แล้วค่าเฉลี่ย และ 

ความแปรปรวนของ X คือ 

           E(X)    

  และ    2 2V(X)    
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2.3.4 การแจกแจงนิเสธทวินาม (Negative Binomial Distribution) 

 พิจารณาการแจกแจงเรขาคณิตซึ่งเป็นการแจกแจงที่สนใจการเกิดเหตุการณ์ที่เราสนใจเกิดขึ้น

เป็นครั้งแรก ซึ่งก าหนดว่า ความน่าจะเป็นในการเกิดเหตุการณ์ท่ีสนใจมีค่าเท่ากับ p ซึ่งค่าดังกล่าวนี้มี

ที่มาจากการทดลองเบอร์นูลลีนั่นเอง ตัวอย่างข้อมูลของการแจกแจงเรขาคณิต เช่น 

- การเกิดเหตุการณ์ฝนตกขึ้นในครั้งแรกในฤดูร้อน 

- การโดยลูกเต๋าจนกว่าจะออกแต้มคู่เป็นครั้งแรก 

 จากการทดลองเบอร์นูลลี สมมติว่าท าการทดลองดังกล่าวอย่างต่อเนื่องจนเกิดเหตุการณ์ที่

สนใจขึ้นเป็นครั้งที่ 1, 2, 3, …. จนถึงเป็นครั้งที่ r โดยการทดลองนั้นเป็นอิสระต่อกัน ด้วยความน่าจะ

เป็น p และความน่าจะเป็นของการเกิดเหตุการณ์ท่ีไม่สนใจเท่ากับ 1-p  

 ให้  X  เป็นตัวแปรสุ่ม แทนจ านวนครั้งของการทดลองเบอร์นูลลี จนกระทั่งเกิดเหตุการณ์ที่

สนใจเป็นครั้งที่ r ดังนั้น X มีค่าที่เป็นไปได้คือ r, r+1, r+2, … โดยที่ r เป็นจ านวนเต็ม และตัวแปรสุ่ม 

X จะถูกเรียกว่า ตัวแปรสุ่มนิเสธทวินาม (Negative Binomial Random Variable) ในกรณีที่ r=1 

จะได้ว่า X มีการแจกแจงเรขาคณิต 

 ในการศึกษาค่าที่เป็นไปได้ของตัวแปรสุ่ม X ที่มีค่าเท่ากับ x (X=x) หมายความว่า เกิด

เหตุการณ์ที่เราสนใจ เป็นครั้งที่ r ในการทดลองครั้งที่ x และในการทดลอง x – 1 ครั้งก่อนหน้านั้น

เกิดเหตุการณ์ที่เราสนใจน านวน r – 1 ครั้ง และเหตุการณ์ที่เราไม่สนใจจ านวน x – r ครั้ง โดยที่การ

หาฟังก์ชันความน่าจะเป็น  P X x ถูกก าหนดได้ดังนิยาม 

ให้ X เป็นตัวแปรสุ่มที่มีการแจกแจงนิเสธทวินาม (Negative Binomial Distribution) แล้ว มี

ฟังก์ชันความน่าจะเป็นของ X ถูกก าหนดดังนี้ 

     
x rr

x 1
f (x) P X x p 1 p ; x r, r 1, r 2, ...

r 1


 
       

 
 

 

 ตัวแปรสุ่ม X ที่มีการแจกแจงนิเสธทวินาม สามารถเรียกอีกอย่างหนึ่งว่า การแจกแจงปาสคาล 

(Pascal Distribution)  จะสามารถเขียนแทนด้วย  X~  NB r,p  และ f (x)  มีคุณสมบัติเป็นฟังก์ชัน

ความน่าจะเป็น โดย 

1. f (x) 0   ส าหรับทุกค่าของ x  

2.  
x rr

x x r

x 1
f (x) p 1 p 1

r 1






 
   

 
   
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ถ้า X เป็นตัวแปรสุ่มที่มีการแจกแจงนิเสธทวินามด้วยพารามิเตอร์ r และ p แล้วค่าเฉลี่ย และ 

ความแปรปรวนของ X คือ 

      
r

E(X)
p

    

  และ  
 2

2

r 1 p
V(X)

p


    
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บทท่ี 3 

วิธีด ำเนินกำรวิจัย 
 

 ในการสร้างแผนภูมิควบคุมรอยต าหนิ c chart ซึ่งเป็นแผนภูมิควบคุมที่ใช้ส าหรับข้อมูลที่มีการ

แจกแจงปัวซงโดยใช้แนวคิดเอ็มพิริคัลเบส์ ผู้วิจัยได้แบ่งการศึกษาออกเป็นส่วนคือ การพิสูจน์ทฤษฎี

เกี่ยวกับการสร้างแผนภูมิควบคุมรอยต าหนิ c chart แล้วจึงน าผลที่ได้จากการพิสูจน์ทฤษฎีดังกล่าวมา

พัฒนาชุดค าสั่งเพ่ือใช้ในการจ าลองสถานการณ์ของการการสร้างแผนภูมิควบคุมรอยต าหนิ c chart โดย

ใช้แนวคิดเอ็มพิริคัลเบส์โดยเปรียบเทียบประสิทธิภาพกับอีก 2 วิธี ได้แก่ วิธีดั้งเดิม และวิธีเบส์ 

 ดังนั้นในบทนี้ ผู้วิจัยจึงได้น าเสนอวิธีด าเนินการวิจัยในการสร้างและเปรียบเทียบประสิทธิภาพ

ของแผนภูมิควบคุมรอยต าหนิที่ผู้วิจัยได้น าเสนอคือใช้แนวคิดเอ็มพิริคัลเบส์ กับวิธีดั้งเดิมและวิธีเบส์ โดยมี

รายละเอียด ดังต่อไปนี้ 

 

3.1    กำรสร้ำงแผนภูมิควบคุมรอยต ำหนิ c chart โดยใช้วิธีดั้งเดิม (Frequentist Method) 

การสร้างแผนภูมิควบคุมรอยต าหนิโดยใช้วิธีดั้งเดิมโดยการค านวณหาค่า ARL และ FAR ถูก

น าเสนอโดย Chakraboti และ Human (2008) โดยมีขั้นตอนในการค านวณดังนี้ 

3.1.1  ค านวณหาขีดจ ากัดแผนภูมิควบคุม ซึ่งได้แก่ ขีดจ ากัดบน (UCL) และขีดจ ากัดล่าง (LCL) 

ของแผนภูมคิวบคุมจากสูตรที่ใช้ค านวณคือ  

 0 3c c  (3.1) 

เมื่อ 0c  และ c  คือ ค่าเฉลี่ยจ านวนรอยต าหนิที่แท้จริง  

3.1.2  จะได้ค่า UCL และ LCL หากค่า UCL และ LCL ที่ได้มีค่าที่ไม่ใช่จ านวนเต็ม ให้ปัดจุด

ทศนิยมลงให้เป็นจ านวนเต็ม 

3.1.3  ค านวณหาค่า  0 ,c c  จาก 

      0 , | |   i ic c P X UCL c P X LCL c  

0 0! !

 

 

  
c j c jb a

j j

e c e c

j j
 

(3.2) 

เมื่อ b และ a  แทน UCL และ LCL 

3.1.4  ค านวณหาค่าอัตราการแจ้งเตือนผิดพลาด FAR จาก 

  01 , FAR c c  (3.3) 
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3.1.5  ค านวณหาค่าความยาวรันเฉลี่ย ARL โดยพิจารณาจากความน่าจะเป็นของการส่งสัญญาณ

เตือนเมื่อกระบวนการอยู่ภายใต้การควบคุมจะถูกเรียกว่า อัตราการแจ้งเตือนผิดพลาด (False Alarm 

Rate: FAR) ซึ่งค่าสังเกตของจุดที่อยู่นอกขีดจ ากัดแผนภูมิควบคุมลักษณะดังกล่าวจะถือว่ามีการแจกแจง

เรขาคณิต (Geometric Distribution)   

ถ้าให้ X ~  GEO   จะได้ว่า ค่าเฉลี่ยหรือค่าคาดหวัง (Expected Value) ของการแจกแจง

ดังกล่าวจะมีค่าเท่ากับ  
1

E X


 ดังนั้น จะได้ว่า ARL สามารค านวณได้จาก 

1
ARL

FAR
 (3.4) 

เมื่อพิจารณาค่าอัตราการแจ้งเตือนผิดพลาดส าหรับแนวความคิดของแผนภูมิควบคุมชิลฮาร์ท 

(Shewhart Control Chart) โดยอาศัยพ้ืนที่ภายใต้เส้นโค้งการแจกแจงปกติ 3  แล้วจะได้ว่า ค่า FAR 

จะมีค่าเท่ากับ 0.0027 ดังนั้น ค่าความยาวรันเฉลี่ย ARL จึงมีค่าเท่ากับ 1 370.3704
0.0027

  นั่นเอง 

และเนื่องจากค่า ARL เป็นค่าเฉลี่ยของจ านวนจุดที่ตกอยู่ภายในขีดจ ากัดควบคุมเมื่อกระบวนการอยู่

ภายใต้การควบคุม ดังนั้น ARL ที่เป็นค่าท่ีต้องการจึงควรมีค่ามาก ๆ ดังนั้นค่า FAR ที่เป็นที่ต้องการจึงควร

มีค่าน้อย ๆ เช่นกัน 

 

3.2    กำรสร้ำงแผนภูมิควบคุมรอยต ำหนิ c chart โดยใช้วิธีเบส์ (Bayes Method) 

การสร้างแผนภูมิควบคุมรอยต าหนิโดยใช้วิธีเบส์ที่มีการก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ 

(Jeffreys Prior) ถูกน าเสนอโดย Raubenheimer และ Merwe (2015) โดยการค านวณหาค่า ARL และ 

FAR มีข้ันตอนในการค านวณดังนี้ 

3.2.1  ค านวณหาฟังก์ชันการแจกแจงพยากรณ์ (Unconditional Predictive Density) จาก

สมการที่ (4.14) คือ 

    
0

| | ( | )


    f f jf x data f x data d  (3.5) 

เมื่อ  | ff x  คือฟังก์ชันความน่าจะเป็นของการแจกแจงปัวซง และ ( | ) j data  คือ การแจกแจง

ภายหลัง (Posterior Distribution) ที่มีการแจกแจงแกมมา ( | ) j data ~ 
1

1 ,
2

 
 

 

m

i
i

Gamma X m

จากการก าหนดก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ และจะได้  | ff x  มีฟังก์ชันความน่าจะเป็น

คือ 
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  
 

1
1

1

1

1
12|

1 1 11
2








 
   

    
    

          
 





m
Xi

i
f

m

Xi f
i

f m

i f
i

X X
m

f x data
m m

X X

 (3.6) 

3.2.2  ค านวณหาขีดจ ากัดแผนภูมิควบคุม ซึ่งได้แก่ ขีดจ ากัดบน (UCL) และขีดจ ากัดล่าง (LCL) 

ของแผนภูมิจากเปอร์เซนไทล์ที่ (Percentile) 99.865 และเปอร์เซนไทล์ที่ 0.135 ตามล าดับ  

3.2.3  จะได้ค่า UCL และ LCL หากค่า UCL และ LCL ที่ได้มีค่าที่ไม่ใช่จ านวนเต็ม ให้ปัดจุด

ทศนิยมลงให้เป็นจ านวนเต็ม 

3.2.4  ค านวณหาค่า  0 ,c c  เช่นเดียวกับวิธีดั้งเดิม จาก 

      0 , | |   i ic c P X UCL c P X LCL c  

0 0! !

 

 

  
c j c jb a

j j

e c e c

j j
 

 

เมื่อ b และ a  แทน UCL และ LCL 

3.2.5  ค านวณหาค่าอัตราการแจ้งเตือนผิดพลาด FAR เช่นเดียวกับวิธีดั้งเดิม จาก 

  01 , FAR c c   

3.2.6  ค านวณหาค่าความยาวรันเฉลี่ย ARL โดยพิจารณาจาก อัตราการแจ้งเตือนผิดพลาด (FAR) 

จากสมการ (3.4) เช่นเดียวกับวิธีดั้งเดิม 

1
ARL

FAR
  

 

3.3    กำรสร้ำงแผนภูมิควบคุมรอยต ำหนิ c chart โดยใช้วิธีเอ็มพิริคัลเบส์ (Empirical Bayes 

Method) 

การสร้างแผนภูมิควบคุมรอยต าหนิ c chart โดยใช้วิธีเอ็มพิริคัลเบส์เป็นวิธีที่ผู้วิจัยได้น าเสนอ ซ่ึงใน

การศึกษาครั้งนี้ก าหนดให้การแจกแจงเบื้องต้นเป็นการแจกแจงเลขชี้ก าลัง (Exponential Distribution) 

และจะด าเนินการหาค่าประมาณไฮเปอร์พารามิเตอร์ของการแจกแจงเลขชี้ก าลังก่อนด้วยวิธีภาวะน่าจะ

เป็นสูงสุด (Maximum Likelihood Method) หลังจากนั้นจะท าไปแทนค่าในการหาการแจกแจงภายหลัง 

โดยได้แนวคิดจาก Supharakonsakun (2021) และการค านวณหาค่า ARL และ FAR ซ่ึงมีข้ันตอนในการ

ค านวณคล้ายกับวิธีเบส์ ดังนี้ 
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3.3.1  ค านวณหาตัวประมาณภาวะน่าจะเป็นสูงสุดของไฮเปอร์พารามิเตอร์   ด้วยวิธีภาวะน่าจะ

เป็นสูงสุด (Maximum Likelihood Esitmator)  โดยสามารถอ่านวิธีพิสูจน์ในรายละเอียดจากสมการที่ 

(4.6) ถึง (4.8) จะได้ ̂  มีค่าดังนี้ 

 1
̂ MLE

x
 (3.7) 

3.3.2  ค านวณหาฟังก์ชันการแจกแจงพยากรณ์ (Unconditional Predictive Density) จาก

สมการที่ (4.14) เช่นเดียวกับวิธีเบส์ คือ  

    
0

| | ( | )


    f f jf x data f x data d   

เมื่อ  | ff x  คือฟังก์ชันความน่าจะเป็นของการแจกแจงปัวซง และ ( | ) j data  คือ การแจกแจง

ภายหลัง (Posterior Distribution) ที่แสดงรายละเอียดในการค านวณหาในสมการ 4-10) ถึง (4-12) จะ

ได้ว่ามีการแจกแจงแกมมา ( | ) j data ~ 
1

ˆ1,
m

i
i

Gamma X m


 
   

 
  จากการก าหนดก าหนดการ

แจกแจงเบื้องต้นเป็นการแจกแจงเลขชี้ก าลัง และจะได้  | ff x  มีฟังก์ชันความน่าจะเป็นดังสมการ 

(4.16) คือ 

  
 

1
1

1

1

1 ˆ 1|
ˆ ˆ1 11 1

m
Xi

i
f

m

Xi f
i

f m

i f
i

X X
m

f x data
m m

X X








 
             

              
 





  

3.3.3  ค านวณหาขีดจ ากัดแผนภูมิควบคุม เช่นเดียวกับวิธีเบส์ ได้แก่ ขีดจ ากัดบน (UCL) และ

ขีดจ ากัดล่าง (LCL) ของแผนภูมิจากเปอร์เซนไทล์ที่ (Percentile) 99.865 และเปอร์เซนไทล์ที่ 0.135 

ตามล าดับ  

3.3.4  จะได้ค่า UCL และ LCL หากค่า UCL และ LCL ที่ได้มีค่าที่ไม่ใช่จ านวนเต็ม ให้ปัดจุด

ทศนิยมลงให้เป็นจ านวนเต็ม 

3.3.5  ค านวณหาค่า  0 ,c c  เช่นเดียวกับวิธีดั้งเดิมจาก 

      0 , | |   i ic c P X UCL c P X LCL c  

0 0! !

 

 

  
c j c jb a

j j

e c e c

j j
 

(3.2) 

เมื่อ b และ a  แทน UCL และ LCL 

3.3.6  ค านวณหาค่าอัตราการแจ้งเตือนผิดพลาด FAR เช่นเดียวกับวิธีดั้งเดิม จาก 
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  01 , FAR c c   

3.3.7  ค านวณหาค่าความยาวรันเฉลี่ย ARL โดยพิจารณาจาก อัตราการแจ้งเตือนผิดพลาด (FAR) 

จากสมการ (3.4) เช่นเดียวกับวิธีดั้งเดิม 

1
ARL

FAR
  

โดยการค านวณประสิทธิภาพของแผนภูมิควบคุมรอยต าหนิ c chart จากวิธีดั้งเดิม วิธีเบส์ และวิธี

เอ็มพิริคัลเบส์ จะพิจารณาจากค่าท่ีใช้วัดประสิทธิภาพของแผนภูมิควบคุม คือค่า ARL โดยวิธีใดให้ค่า ARL 

สูงที่สุด วิธีนั้นจะเป็นวิธีที่มีประสิทธิภาพมากที่สุดนั่นเอง โดยในการเปรียบเทียบประสิทธิภาพดังกล่าวจะ

พัฒนาชุดค าสั่งเพ่ือจ าลองสถานการณ์โดยการก าหนดพารามิเตอร์ต่าง ๆ ซึ่งโปรแกรมที่ใช้ในการจ าลอง

สถานการณ์คือโปรแกรม R เวอร์ชั่น 4.1.2 ผ่านเทคนิคมอนติคาร์โล (Monte Carlo Simulation) จ านวน 

20,000  รอบในแต่ละสถานการณ์ 
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บทท่ี 4 

ผลการศึกษา 
 

 ในการศึกษาครั้งนี้ ผลของการศึกษาได้แบ่งการน าเสนอออกเป็น 2 ส่วน ได้แก่ การพิสูจน์

ทฤษฎี และผลการจ าลองสถานการณ์ โดยมีรายละเอียด ดังนี้ 

 

4.1  การพิสูจน์ทฤษฎี 

 ในการศึกษาครั้งนี้ เราศึกษาในกรณ์ที่ข้อมูลมีการแจกแจงแบบปัวซง โดยพิจารณาจากข้อมูล

ของสินค้าหรือผลิตภัณฑ์ที่มีการนับจ านวนหรือรอยต าหนิบนสินค้าหรือผลิตภัณฑ์ ดังนั้นสมมติให้ X

เป็นจ านวนรอยต าหนิที่พบในผลิตภัณฑ์หนึ่งชิ้น จะได้ว่า 

X ~ ( )Poi  ; 0,1,2,3,...x  ;  > 0  (4.1) 

สามารถเขียนฟังก์ชันความน่าจะเป็นของตัวแปรสุ่ม X  ได้ดังนี้ 

 | , 0,1,2,... ; 0
!

i
x

i i

i

e
f x x

x


      (4.2) 

 ในการศึกษาโดยใช้แนวคิดแบบ Bayesian เราจะพิจารณาให้พารามิเตอร์   เป็นตัวแปรสุ่ม 

ซึ่งในการศึกษาครั้งนี้จะก าหนดให้มีการแจกแจงแบบ Exponential โดยมีพารามิเตอร์คือ   นั่นคือ 

( )  ~ ( )Exp   โดย หยาดพิรุณ ศุภรากรสกุล และ เกตุจันทร์ จ าปาไชยศรี (2553) น าเสนอตัว

ประมาณแบบเอ็มพิริคัลเบส์ของการแจกแจงปัวซง โดยก าหนดฟังก์ชันความน่าจะเป็นเบื้องต้นของ

พารามิเตอร์   ดังนี้ 

( ) ; , 0e        (4.3) 

 การแจกแจงภายหลังส่วนริม (Posterior marginal distribution) ของ X  สามารถค านวณได้

จาก 

     
0

| |im x f x d


       (4.4) 

จะได้ว่า 

 
0

|
!

i
x

i

i

e
m x e d

x




      
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 


 
 

         
 
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m x x
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
  

 
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(4.5) 

ซึ่งจากสมการข้างต้น จะเห็นได้ว่าการแจกแจงส่วนริมภายหลังของ X  มีการแจกแจงแบบเรขาคณิต 

โดยสามารถเขียนแทนด้วย |X  ~
1

GEO
 

 
  

 และสามารถเขียนฟังก์ชันความน่าจะเป็นได้ดังนี้ 

 

1

| 1 ; 1,2,3,...
1 1

xi

i im x x



   
     

     
 (4.6) 

และโดยวิธีการการหาตัวประมาณของไฮเปอร์พารามิเตอร์ตามแนวคิดของวิธีเอ็มพิริ คัลเบส์นั้น จะ

นิยมใช้วิธีดั้งเดิม เช่น วิธีภาวะน่าจะเป็นสูงสูงหรือวิธีโมเมนต์ ซึ่งในการศึกษาครั้งนี้จะอาศัยวิธีภาวะ

น่าจะเป็นสูงสุดมาช่วยในการประมาณค่าไฮเปอร์พารามิเตอร์   โดยพิจารณาจากฟังก์ชันภาวะน่าจะ

เป็นของการแจกแจงส่วนริมภายหลัง ดังนี้ 

 
    1

1
1

|
1 1

m
i

i

i

mm

x
x mi

L X






 
  

   

  (4.7) 

จะได้ว่า logarithm ของฟังก์ชันภาวะน่าจะเป็นที่ใช้ในการหาตัวประมาณภาวะน่าจะเป็นสูงสุด 

สามารถค านวณหาได้จ้า  

  1ln |
0

1

m

i
i

x m
L X m 


 

  
   


 (4.8) 

จะได้ว่า ตัวประมาณภาวะน่าจะเป็นสูงสุดของไฮเปอร์พารามิเตอร์   จะมีค่า 

1

1ˆ
MLE m

i
i

m

xx


  


 (4.9) 

 ในขั้นตอนถัดไป เราจะด าเนินการหาการแจกแจงภายหลัง (Posterior distribution) ตาม

แนวคิดของวิธีเอ็มพิริคัลเบส์ของพารามิเตอร์   โดยพิจารณาจากผลคูณของฟังก์ชันภาวะน่าจะเป็น

และฟังชันการแจกแจงเบื้องต้น ดังนี้ 
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 (4.10) 

จากสมการข้างต้น สามารถน ามาหาปริพันธ์ ได้ดังนี้ 

                  
  1ˆ

0 0

1

ˆ
|

!

m

i

i

x
m

m

i
i

e
f x d d

x


   




 

      


 

                                                     

 

   1 1

1

1 1 1
1

1 0

11

ˆ 1 ˆ

1ˆ!

m
m

i
i

i
i

m

i

i

m

xi x
mi

mm
x

ii
ii

x
m

e d

xx m






 
  

     





 
         

      
 






 

(4.10) 

จะได้ว่า 

   
  1

1
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 (4.11) 

ดังนั้น การหาการแจกแจงภายหลัง จึงสามารถค านวณหาได้จาก 
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 (4.12) 

 จะได้ว่า การแจกแจงภายหลัง (Posterior distribution) ของพารามิเตอร์   คือ การแจกแจง

แกมม่า ซึ่งสามารถเขียนให้อยู่ในรูป 
1

ˆ1,
m

i
i

Gamma X m


 
   

 
 ) ซึ่งมสีามารถจัดรูปใหม่ได้ ดังนี้ 
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 (4.13) 

 ในการค านวณหา Unconditional predictive density สามารถค านวณหาได้จาก 
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จะได้ว่า  
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(4.3) 
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(4.15).
3) 

จากฟังกชัน  |ff x data  ข้างต้น สามารถจัดรูปใหม่ ดังนั้น จะได้ว่า ฟังก์ชันการแจกแจง

พยากรณ ์(Predictive Disity) คือ 
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 (4.16) 

 จะได้ว่า predictive density ที่ ได้มีการแจกแจงนิ เสธทวินาม ที่มีค่าพารามิ เตอร์  คือ 

1
1




m

i
i

X  และ ˆ
ˆ 1
 

  

m

m
 ตามล าดับ หรือสามารถเขียนได้โดยใช้สัญลักษณ์ ดังนี้ 
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เมื่อ ̂  แทนค่าประมาณที่ได้จากวิธีภาวะน่าจะเป็นสูงสุดของไฮเปอร์พารามิเตอร์   จะมีค่า
1

̂ MLE
x

 ดังสมการ (4.9) 

โดยในการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart จะน าฟังก์ชันการแจกแจงพยากรณ์

ไปใช้ในการสร้าง ขอบเขตควบคุมบน (UCL) และขอบเขตควบคุมล่าง (LCL) โดยการใช้โปรแกรม

จ าลองสถานการณ์สร้างชุดก าเนิดข้อมูลให้มีการแจงตามฟังก์ชันการแจกแจงดังกล่าว และก าหนด

ค่าพารามิเตอร์ของการแจกแจงดังกล่าวให้มีค่าเป็นไปตามค่าทีก่ าหนดหรือสนใจ 

 

4.2   การจ าลองสถานการณ์ 

ในการศึกษาครั้งนี้ได้จ าลองสถานการณ์จากการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c-

chart โดยใช้แนวความคิดเอ็มพิริคัลเบส์ และน าเสนอค่าความยาวรันเฉลี่ย (Average Run Length: 

ARL) และค่า Unconditional false alarm rate (FAR) โดยน าไปเปรียบเทียบกับวิธีดั้งเดิมและวิธี

เบส์ที่ก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ (Jeffreys Prior) โดยก าหนดค่าพารามิเตอร์ ดังนี้ 

ค่าจ านวนหน่วยตัวอย่าง m ก าหนดให้มีค่าเท่ากับ 5, 10, 15, 20, 25, 30, 50, 100, 200, 

300, 500 และ 1,000 

ค่าพารามิเตอร์ของการแจกแจงปัวซง   แทนค่าเฉลี่ยจ านวนรอยต าหนิ ก าหนดให้มีค่าเท่ากับ 

0.5, 1, 2, 3, 4, 5, 8, 10, 20, 50, 100, 200 และ 500  

และก าหนดสัญลักษณ์ต่าง ๆ ที่ใช้ในการวิจัย ดังนี้ 

F แทน วิธีดั้งเดิม (Frequentist) 

B แทน วิธีดั้งเบส์ (Bayes) ที่มีการก าหนดการแจกแจงเบื้องต้นเป็นเจฟฟรีย์ 

EB แทน วิธีดั้งเอ็มพิริคัลเบส์ (Empirical Bayes) 

จากตารางท่ี 4-1 แสดงค่า ARL เมื่อ m เท่ากับ 5 และ 10 พบว่า ส่วนใหญ่วิธีเอ็มพิริคัลเบส์ให้

ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ เมื่อ   มีค่าเท่ากับ 0.5 – 20 ในขณะที่วิธีดั้งเดิมให้ค่า 

ARL สูงที่สุดเมื่อ   มีค่าเท่ากับ 20 – 500 ส าหรับ m เท่ากับ 5 และ   มีค่าเท่ากับ 50 – 500 เมื่อ 

m เท่ากับ 10 
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ตารางท่ี 4-1 ค่า ARL ส าหรับ m เท่ากับ 5 และ 10 

 

m   
ARL 

F B EB 

5 

0.5 1.532033 239.8718 285.5679 
1 2.505471 390.1490 446.2944 
2 6.520824 382.0073 434.5234 
3 16.03539 375.3245 406.3387 
4 37.57704 330.7261 354.4935 
5 78.75936 529.2821 575.8671 
8 458.6918 516.4204 533.8198 
10 401.4252 417.9345 433.2633 
20 302.6581 297.6218 302.4551 
50 259.2420 250.5081 252.2128 
100 247.8621 237.6466 238.6331 
200 243.2243 233.1375 234.4265 
500 239.1008 227.9546 227.9469 

10 

0.5 1.569385 532.7006 699.5461 
1 2.591048 494.6930 585.7310 
2 6.832488 524.1313 592.2901 
3 17.32998 585.0642 677.3154 
4 40.96302 603.4996 657.7703 
5 87.52876 627.0759 673.7864 
8 384.4477 437.2757 450.8124 
10 380.6665 398.8128 408.4395 
20 330.0274 329.1072 332.8415 
50 295.6993 292.3858 294.9609 
100 286.5428 282.6189 283.5216 
200 281.4286 277.8222 277.9488 
500 279.7345 274.8612 274.4482 
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ตารางท่ี 4-2 ค่า ARL ส าหรับ m เท่ากับ 15 และ 20 

 

จากตารางที่ 4-2 แสดงค่า ARL เมื่อ m เท่ากับ 15 และ 20 พบว่า ส่วนใหญ่วิธีเอ็มพิริคัลเบส์

ให้ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ เมื่อ   มีค่าเท่ากับ 0.5 – 20 ในขณะทีว่ิธีดั้งเดิมให้ค่า 

m   
ARL 

F B EB 

15 

0.5 1.592790 284.0154 331.5817 
1 2.617930 307.5641 348.4566 
2 6.878999 337.1398 364.5703 
3 17.49461 374.4199 402.7626 
4 41.42508 395.1514 415.4596 
5 88.21901 430.7837 456.7137 
8 335.9036 390.6309 401.4712 
10 356.7346 374.0411 382.4521 
20 332.8684 336.0645 339.7792 
50 313.5974 312.2668 313.3939 
100 304.9031 303.0208 303.3592 
200 301.8316 300.0083 299.6339 
500 299.2654 296.4498 296.1987 

20 

0.5 1.594131 215.3568 248.6291 
1 2.629066 244.5810 271.1429 
2 6.934500 282.7833 303.5701 
3 17.65495 310.1032 325.7176 
4 41.90257 340.1615 353.5534 
5 87.74192 362.7669 373.9148 
8 320.9937 364.0593 372.4952 
10 353.9799 358.9889 364.3971 
20 339.4197 338.5861 342.7594 
50 321.2562 321.2719 321.7978 
100 316.1218 314.9388 315.3414 
200 312.5876 311.2179 311.9271 
500 312.5483 310.4762 310.7361 



29 
 

ARL สูงที่สุดเมื่อ   มีค่าเท่ากับ 50 – 500 ส าหรับ m เท่ากับ 15 และ   มีค่าเท่ากับ 100 – 500 

เมื่อ m เท่ากับ 20 

 

ตารางท่ี 4-3 ค่า ARL ส าหรับ m เท่ากับ 25 และ 30 

 

m   
ARL 

F B EB 

25 

0.5 1.604439 182.8156 205.2226 
1 2.633012 207.7760 226.1676 
2 6.936855 248.9953 261.5178 
3 17.67450 282.5781 295.2751 
4 42.05639 304.9525 316.1537 
5 87.92790 328.7917 337.5888 
8 301.1361 347.1290 353.2373 
10 343.7007 346.3458 353.4382 
20 335.8115 337.6627 340.5096 
50 326.7159 326.3768 327.5788 
100 322.4163 321.8759 322.6851 
200 321.1571 320.3670 320.8698 
500 321.0104 319.6447 319.9582 

30 

0.5 1.604549 168.9638 186.3363 
1 2.636118 195.9738 206.7350 
2 6.962826 235.7788 244.0868 
3 17.78219 265.9121 274.4471 
4 42.11785 287.8613 295.2286 
5 88.05977 313.2890 321.8447 
8 292.0269 337.7926 343.1725 
10 335.3968 343.8953 349.1491 
20 334.4064 338.2879 340.8275 
50 331.2562 330.8318 332.1492 
100 328.9201 328.6067 328.8234 
200 327.0535 326.4241 326.8270 
500 326.5289 325.3981 325.4862 
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จากตารางที่ 4-3 แสดงค่า ARL เมื่อ m เท่ากับ 25 และ 30 พบว่า ส่วนใหญ่วิธีเอ็มพิริคัลเบส์

ให้ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ เมื่อ   มีค่าเท่ากับ 0.5 – 200 ในขณะที่วิธีดั้งเดิมให้

ค่า ARL สูงที่สุดเมื่อ   มีค่าเท่ากับ 200 และ 500 
 

ตารางท่ี 4-4 ค่า ARL ส าหรับ m เท่ากับ 50 และ 100 

m   
ARL 

F B EB 

50 

0.5 1.610062 131.0367 141.7428 
1 2.639386 171.6484 179.3483 
2 6.984795 204.4737 209.0558 
3 17.87875 234.3424 239.7321 
4 42.48441 255.8466 260.4610 
5 88.89950 275.5868 279.5640 
8 276.4949 315.6435 318.6758 
10 324.5696 329.2338 331.8969 
20 334.1218 335.0768 336.8010 
50 339.1414 339.0611 340.0329 
100 339.8732 340.0385 340.3670 
200 340.2349 339.9336 340.3274 
500 341.1376 340.8160 341.0909 

100 

0.5 1.611364 92.51942 95.58791 
1 2.640211 166.6004 171.3758 
2 7.032996 193.2549 195.0473 
3 17.99617 220.1470 222.2531 
4 42.61084 241.2260 243.3665 
5 88.16082 250.6995 253.6773 
8 261.4438 293.1473 294.7518 
10 306.6315 308.1239 309.6917 
20 334.4091 334.8368 335.9134 
50 344.4896 344.5717 344.8694 
100 349.6765 349.9044 350.0332 
200 351.8055 351.6667 351.8905 
500 353.3783 353.2456 353.2836 
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 จากตารางที่ 4-4 แสดงค่า ARL และ FAR เมื่อ m เท่ากับ 50 และ 100 พบว่า วิธีเอ็มพิริ

คัลเบส์ให้ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ เมื่อ   มีค่าเท่ากับ 0.5 – 200 วิธีดั้งเดิมให้ค่า 

ARL สูงที่สุดเมื่อ   มีค่าเท่ากับ 500 
 

ตารางท่ี 4-5 ค่า ARL ส าหรับ m เท่ากับ 200 และ 300 

m   
ARL 

F B EB 

200 

0.5 1.610743 73.7098 74.23918 
1 2.639150 165.1887 168.1885 
2 7.083087 202.2949 203.1009 
3 18.18147 230.0600 231.1569 
4 42.59648 238.9066 240.6025 
5 86.14622 226.3016 227.7587 
8 252.3062 278.1781 279.0822 
10 295.3527 295.6516 296.1197 
20 333.1600 334.1092 334.2473 
50 348.9055 349.2764 349.2370 
100 354.7546 354.5487 354.7473 
200 358.1029 358.0406 357.9460 
500 360.6202 360.6778 360.6813 

300 

0.5 1.610571 70.48164 70.65713 
1 2.639294 164.902 167.1849 
2 7.108237 208.8793 209.3759 
3 18.29836 236.9317 237.9248 
4 42.62155 239.2733 240.9577 
5 84.92235 211.9649 212.8218 
8 247.7789 271.7861 271.8514 
10 289.5351 289.8847 289.9847 
20 333.4115 334.0025 334.3320 
50 350.9956 350.9951 351.2420 
100 356.2610 356.2842 356.3414 
200 360.3703 360.4418 360.5970 
500 362.9208 362.9141 362.9684 
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จากตารางที่ 4-5 แสดงค่า ARL และ FAR เมื่อ m เท่ากับ 200 และ 300 พบว่า วิธีเอ็มพิริ

คัลเบส์ให้ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ส าหรับทุกค่าพารามิเตอร์   ยกเว้นกรณีที่ m 

เท่ากับ 200  วิธีดั้งเดิมให้ค่า ARL สูงที่สุดเมื่อ   มีค่าเทา่กับ 200 
 

ตารางท่ี 4-6 ค่า ARL ส าหรับ m เท่ากับ 500 และ 1,000 

m   
ARL 

F B EB 

500 

0.5 1.610518 69.50392 69.50392 
1 2.638883 164.4388 166.5232 
2 7.131990 215.7355 215.9838 
3 18.44159 247.1586 247.4628 
4 42.56669 238.3222 239.5368 
5 83.36732 196.6712 196.7648 
8 246.8977 269.4191 269.5213 
10 286.5460 286.6881 286.6776 
20 334.6057 334.6467 334.8192 
50 356.2076 356.5060 356.4250 
100 356.5278 356.4466 356.5784 
200 362.0501 362.1194 362.1589 
500 364.9274 365.0283 364.9987 

1000 

0.5 1.610518 69.50392 69.50392 
1 2.638510 163.7771 164.9571 
2 7.147108 219.8604 219.9245 
3 18.59463 258.2266 258.4413 
4 42.58797 238.7118 239.1702 
5 82.24300 185.5346 185.6438 
8 246.6954 268.9561 268.9561 
10 285.7416 285.7343 285.7343 
20 337.8656 337.9585 337.9004 
50 367.2326 367.3521 367.3886 
100 356.6253 356.6366 356.6626 
200 363.8695 363.8984 363.8394 
500 366.5694 366.5618 366.5171 
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จากตารางที่ 4-6 แสดงค่า ARL และ FAR เมื่อ m เท่ากับ 50 และ 100 พบว่า วิธีเอ็มพิริ

คัลเบส์ให้ค่า ARL สูงที่สุดและมีค่าใกล้เคียงกับวิธีเบส์ส าหรับทุกค่าพารามิเตอร์   ส่วนวิธีดั้งเดิมมี

แนวโน้มให้ค่า ARL เพ่ิมสูงขึ้นจนมีค่าใกล้เคียงกับอีกสองวิธีเมื่อ   มีค่าเท่ากับ 8 

นอกจากนี้ยังพบว่า วิธีเบส์ให้ค่า ARL สูงที่สุดเมื่อ m เท่ากับ 500 โดยที่   มีค่าเท่ากับ 500 

และ m เท่ากับ 1,000 โดยที่   มีค่าเท่ากับ 500 ในขณะทีว่ิธีดั้งเดิมให้ค่า ARL สูงที่สุดเมื่อ m เท่ากับ 

1,000 และ   มีค่าเท่ากับ 500 

จากตารางที่ 4-1 ถึง 4-6 เป็นการน าเสนอค่า ARL ของแผนภูมิควบคุมจ านวนรอยต าหนิที่ได้

จากวิธีดั้งเดิม วิธีเบส์ และวิธีเอ็มพิริคอลเบส์ ซึ่งค่าดังกล่าวจะสามารถค านวณหาได้จากค่า FAR ของ

แต่ละวิธี ดังนั้น ผู้วิจัยจึงขอน าเสนอค่า FAR ของแผนภูมิควบคุมจ านวนรอยต าหนิที่ได้จากทั้งสามวิธี 

โดยพิจารณาจากขีดจ ากัดแผนภูมิควบคุม (Control Chart Limits) ที่ได้จากฟังก์ชันการแจกแจง

พยากรณ์ และน ามาพิจารณาค่าขนาดของบริเวณการปฏิเสธ (Rejection Region) ที่ถูกนยิามโดย 

 
 *

|


   f

R

f x data  (4.18) 

ถ้าค่าสถิติควบคุม (Control Statistic) ตกอยู่ในขีดจ ากัดแผนภูมิควบคุม เราจะเรียกว่า 

กระบวนการอยู่ภายใต้การควบคุม (In Control Process) แต่ถ้าสถิติควบคุมอยู่ภายนอกขีดจ ากัด

แผนภูมิควยคุม เราจะเรียกว่า กระบวนการอยู่นอกเหนือการควบคุม (Out-of-Control Process) ซึ่ง

เมื่อกระบวนการอยู่นอกเหนือการควบคุมเกิดขึ้นแล้ว จะมีการส่งสัญญาณเตือนของกระบวนการ

ดังกล่าว ความน่าจะเป็นของการส่งสัญญาณเตือนเมื่อกระบวนการอยู่ภายใต้การควบคุมจะถูกเรียกว่า 

อัตราการแจ้งเตือนผิดพลาด (False Alarm Rate: FAR) ซึ่งค่านี้จะน าไปสู่การค านวณหาค่า ARL ซึ่ง

เป็นค่าที่ไว้วัดประสิทธิภาพของแผนภูมิควบคุมนั่นเอง ดังนั้นจากตารางที่ 4-1 ถึง 4-6 เป็นค่า ARL ที่

ผู้วิจัยได้น าเสนอไปแล้วนั้น เป็นค่าที่ค านวณได้จาก 

 

1 1
int

 ARL
P sampling po plotsout of control FAR

 (4.19) 

ดังนั้นผู้วิจัยที่น าเสนอผลการค านวณค่า FAR ที่ได้จากการสร้างแผนภูมิควบคุมจ านวนรอย

ต าหนิจากทั้ง  3 วิธี ดังมีรายละเอียดต่อไปนี้ 

จากตารางที่ 4-7 ถึง 4-12 แสดงค่า FAR ที่ได้จากวิธีดั้งเดิม วิธีเบส์ และวิธีเอ็มพิริคัลเบส์ เมื่อ

ก าหนดจ านวนหน่วยตัวอย่าง m เท่ากับ 5, 10, 15, 20, 25, 30, 50, 100, 200, 300, 500, 1,000 

และค่าพารามิเตอร์   เท่ากับ 0.5, 1, 2, 3, 4, 5, 8, 10, 20, 50, 100, 200 และ 500 พบว่า ค่า 

FAR วิธีเบส์ และวิธีเอ็มพิริคัลเบส์ให้ค่าใกล้เคียงกัน และแตกต่างจากวิธีดั้งเดิม 
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ตารางท่ี 4-7 ค่า FAR ส าหรับ m เท่ากับ 5 และ 10 

 

m   
FAR 

F B EB 

5 

0.5 0.652727300 0.004168894 0.003501794 
1 0.399126600 0.002563124 0.002240673 
2 0.153354800 0.002617751 0.002301372 
3 0.062362060 0.002664361 0.002461001 
4 0.026611990 0.003023650 0.002820926 
5 0.012696900 0.001889352 0.001736512 
8 0.002180113 0.001936407 0.001873291 
10 0.002491124 0.002392719 0.002308065 
20 0.003304058 0.003359969 0.003306276 
50 0.003857399 0.003991886 0.003964906 
100 0.004034502 0.004207929 0.004190533 
200 0.004111432 0.004289314 0.004265730 
500 0.004182336 0.004386838 0.004386986 

10 

0.5 0.637192400 0.001877227 0.001429498 
1 0.385944200 0.002021456 0.001707268 
2 0.146359600 0.001907919 0.001688362 
3 0.057703460 0.001709214 0.001476417 
4 0.024412260 0.001657002 0.001520288 
5 0.011424820 0.001594703 0.001484150 
8 0.002601134 0.002286887 0.002218218 
10 0.002626972 0.002507442 0.002448343 
20 0.003030051 0.003038524 0.003004433 
50 0.003381813 0.003420138 0.003390279 
100 0.00348988 0.003538334 0.003527068 
200 0.003553299 0.003599425 0.003597785 
500 0.003574818 0.003638200 0.003643675 
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ตารางท่ี 4-8 ค่า FAR ส าหรับ m เท่ากับ 15 และ 20 

 

 

m   
FAR 

F B EB 

15 

0.5 0.627829200 0.003520936 0.003015848 
1 0.381981200 0.003251354 0.002869798 
2 0.145370000 0.002966128 0.002742955 
3 0.057160450 0.002670798 0.002482852 
4 0.024139960 0.002530676 0.002406973 
5 0.011335430 0.002321350 0.002189556 
8 0.002977045 0.002559961 0.002490839 
10 0.002803205 0.002673503 0.002614706 
20 0.003004190 0.002975619 0.002943088 
50 0.003188802 0.003202389 0.003190873 
100 0.003279730 0.003300103 0.003296422 
200 0.003313106 0.003333241 0.003337407 
500 0.003341515 0.003373253 0.003376113 

20 

0.5 0.627301000 0.004643456 0.004022055 
1 0.380363200 0.004088625 0.003688092 
2 0.144206500 0.003536276 0.003294132 
3 0.056641340 0.003224733 0.003070144 
4 0.023864880 0.002939780 0.002828427 
5 0.011397060 0.002756591 0.002674406 
8 0.003115326 0.002746805 0.002684599 
10 0.002825019 0.002785601 0.002744259 
20 0.002946205 0.002953458 0.002917499 
50 0.003112781 0.003112629 0.003107541 
100 0.003163337 0.003175220 0.003171166 
200 0.003199103 0.003213183 0.003205877 
500 0.003199505 0.003220859 0.003218165 
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ตารางท่ี 4-9 ค่า FAR ส าหรับ m เท่ากับ 25 และ 30 

 

 

m   
FAR 

F B EB 

25 

0.5 0.623270700 0.005469992 0.004872757 
1 0.379793200 0.004812875 0.004421500 
2 0.144157500 0.004016141 0.003823832 
3 0.056578670 0.003538845 0.003386672 
4 0.023777600 0.003279199 0.003163019 
5 0.011372950 0.00304144 0.002962184 
8 0.003320757 0.002880774 0.002830958 
10 0.002909508 0.002887288 0.002829349 
20 0.002977861 0.002961535 0.002936774 
50 0.003060763 0.003063943 0.003052701 
100 0.00310158 0.003106787 0.003098997 
200 0.003113741 0.003121420 0.003116529 
500 0.003115164 0.003128474 0.003125409 

30 

0.5 0.623228200 0.005918427 0.005366641 
1 0.379345700 0.005102722 0.004837109 
2 0.143619800 0.004241263 0.004096903 
3 0.056236040 0.003760642 0.00364369 
4 0.023742900 0.003473895 0.003387205 
5 0.011355920 0.003191941 0.003107089 
8 0.003424342 0.002960397 0.002913986 
10 0.002981543 0.002907861 0.002864106 
20 0.002990373 0.002956062 0.002934036 
50 0.003018811 0.003022684 0.003010696 
100 0.003040252 0.003043152 0.003041146 
200 0.003057604 0.003063500 0.003059723 
500 0.003062516 0.003073158 0.003072327 
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ตารางท่ี 4-10 ค่า FAR ส าหรับ m เท่ากับ 50 และ 100 

  

m   
FAR 

F B EB 

50 

0.5 0.621094000 0.007631447 0.007055033 
1 0.378876000 0.005825864 0.005575743 
2 0.143168100 0.004890605 0.004783412 
3 0.055932310 0.004267261 0.004171323 
4 0.023538040 0.003908592 0.003839346 
5 0.011248660 0.003628621 0.003576999 
8 0.003616703 0.003168131 0.003137985 
10 0.003081003 0.003037355 0.003012984 
20 0.002992921 0.002984390 0.002969112 
50 0.002948622 0.002949321 0.002940892 
100 0.002942274 0.002940844 0.002938005 
200 0.002939146 0.002941751 0.002938347 
500 0.002931369 0.002934135 0.002931770 

100 

0.5 0.620592400 0.010808540 0.010461570 
1 0.378757600 0.006002387 0.005835131 
2 0.142186900 0.005174513 0.005126962 
3 0.055567380 0.004542419 0.004499374 
4 0.023468210 0.004145491 0.004109029 
5 0.011342910 0.003988838 0.003942015 
8 0.003824914 0.003411254 0.003392686 
10 0.003261244 0.003245448 0.003229017 
20 0.002990349 0.002986529 0.002976958 
50 0.002902846 0.002902154 0.002899648 
100 0.002859786 0.002857924 0.002856872 
200 0.002842480 0.002843601 0.002841793 
500 0.002829829 0.002830891 0.002830587 
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ตารางท่ี 4-11 ค่า FAR ส าหรับ m เท่ากับ 200 และ 300 

 

m   
FAR 

F B EB 

200 

0.5 0.620831600 0.013566720 0.013469980 
1 0.378909900 0.006053681 0.005945710 
2 0.141181400 0.004943278 0.004923660 
3 0.055001050 0.004346692 0.004326065 
4 0.023476120 0.004185736 0.004156233 
5 0.011608170 0.004418881 0.004390612 
8 0.003963438 0.003594819 0.003583174 
10 0.003385783 0.003382360 0.003377013 
20 0.003001561 0.002993034 0.002991797 
50 0.002866106 0.002863062 0.002863385 
100 0.002818850 0.002820487 0.002818908 
200 0.002792493 0.002792980 0.002793717 
500 0.002773000 0.002772557 0.002772530 

300 

0.5 0.620897900 0.014188090 0.014152850 
1 0.378889300 0.006064208 0.005981401 
2 0.140681900 0.004787455 0.004776100 
3 0.054649710 0.004220626 0.004203008 
4 0.023462310 0.004179321 0.004150105 
5 0.011775460 0.004717763 0.004698767 
8 0.004035857 0.003679364 0.003678480 
10 0.003453813 0.003449648 0.003448457 
20 0.002999296 0.002993989 0.002991038 
50 0.002849038 0.002849043 0.002847040 
100 0.002806931 0.002806748 0.002806298 
200 0.002774923 0.002774373 0.002773179 
500 0.002755422 0.002755473 0.002755061 
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ตารางท่ี 4-12 ค่า FAR ส าหรับ m เท่ากับ 500 และ 1,000 

 

m   
FAR 

F B EB 

500 

0.5 0.620918300 0.014387680 0.014387680 
1 0.378948200 0.006081290 0.006005169 
2 0.140213300 0.004635306 0.004629977 
3 0.054225250 0.004045985  0.004041011 
4 0.023492550 0.004196000 0.004174723 
5 0.011995110 0.005084628 0.005082210 
8 0.004050261 0.003711689 0.003710282 
10 0.003489841 0.003488111 0.003488239 
20 0.002988593 0.002988226 0.002986687 
50 0.002807351 0.002805002 0.002805640 
100 0.002804831 0.002805469 0.002804432 
200 0.002762049 0.002761520 0.002761219 
500 0.002740271 0.002739513 0.002739736 

1000 

0.5 0.620918300 0.014387680 0.014387680 
1 0.379001800 0.006105860 0.006062181 
2 0.139916700 0.004548340 0.004547015 
3 0.053778980 0.003872568 0.003869350 
4 0.023480810 0.004189152 0.004181123 
5 0.012159090 0.005389829 0.005386659 
8 0.004053581 0.003718079 0.003718079 
10 0.003499665 0.003499755 0.003499755 
20 0.002959757 0.002958943 0.002959452 
50 0.002723070 0.002722184 0.002721913 
100 0.002804063 0.002803974 0.002803770 
200 0.002748238 0.002748020 0.002748465 
500 0.002727996 0.002728053 0.002728386 
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บทท่ี 5 

สรุปผล อภิปรายผล และข้อเสนอแนะ 
 

งานวิจัยนี้มีวัตถุประสงค์เ พ่ือสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart โดยใช้
แนวความคิดเอ็มพิริคัลเบส์ รวมถึงศึกษาประสิทธิภาพของแผนภูมิควบคุมจ านวนรอยต าหนิจากวิธีที่
ผู้วิจัยได้น าเสนอโดยมีการน าไปเปรียบเทียบกับวิธีอ่ืน ได้แก่ วิธีดั้งเดิม และวิธีเบส์ ซึ่งสิ่งที่ใช้วัด
ประสิทธิภาพของแผนภูมิควบคุมคือค่าความยาวรันเฉลี่ย (ARL) แผนภูมิควบคุมใดหรือวิธีใดที่ให้ค่า
ความยาวรันเฉลี่ยสูงที่สุดคือวิธีที่มีประสิทธิภาพที่สุด 

ในบทนี้ผู้วิจัยได้น าเสนอข้อสรุปที่ได้จากการศึกษาการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ
จากวิธีที่ผู้วิจัยได้น าเสนอ รวมถึงผลการศึกษาเปรียบเทียบประสิทธิภาพกับวิธีอ่ืน ๆ การอภิปรายผล 
และข้อเสนองานวิจัยเพื่อให้สามารถต่อยอดท าวิจัยในอนาคตต่อไป โดยการศึกษามีการก าหนดจ านวน
หน่วยตัวอย่าง m ก าหนดให้มีค่าเท่ากับ 5, 10, 15, 20, 25, 30, 50, 100, 200, 300, 500 และ 
1,000 และ ค่าพารามิเตอร์ของการแจกแจงปัวซง   แทนค่าเฉลี่ยจ านวนรอยต าหนิ ให้มีค่าเท่ากับ 
0.5, 1, 2, 3, 4, 5, 8, 10, 20, 50, 100, 200 และ 500 เพ่ือสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c 
chart ด้วยวิธีเอ็มพิริคัลเบส์และเปรียบเทียบประสิทธิภาพแผนภูมิควบคุมจ านวนรอยต าหนิ c chart 
ที่ดีที่สุดในแต่ละสถานการณ์ ดังมีรายละเอียดต่อไปนี้ 
 

5.1    สรุปผลการวิจัย 

จากการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart โดยการค านวณหาค่า FAR และ ARL 

และน า ARL ที่ได้จากแต่ละวิธีมาเปรียบเทียบพบว่า วิธีดั้งเดิมให้ค่า ARL น้อยเม่ือเมื่อพารามิเตอร์   

มีค่าน้อยกว่าหรือเท่ากับ 5 แตเ่มื่อพารามิเตอร์   มีขนาดใหญ่ขึ้น วิธีที่ใช้ในการสร้างแผนภูมิควบคุม

จ านวนรอยต าหนิ c chart ทั้งสามวิธีให้ค่าที่ใกล้เคียงกันมากขึ้น โดยส่วนใหญ่วิธีเอ็มพิริเบส์ให้ค่าสูง

ที่สุดเกือบทุกกรณี นอกจากนี้ยังพบว่าวิธีเบส์ให้ค่า ARL ที่ใกล้เคียงกับวิธีเอ็มพิริคัลเบส์ 

เมื่อพิจารณาค่า ARL ในกรณีที่ m มีขนาดเล็ก (m=5, 10, 15, 20, 25 และ 30) พบว่า วิธี

ดั้งเดิมให้ค่า ARL น้อย และมีแนวโน้มเพ่ิมสูงขึ้นเมื่อ เมื่อพารามิเตอร์   มีค่ามากขึ้น ค่า ARL ที่ได้

จากวิธีดั้งเดิมมีค่ามากขึ้นจนใกล้เคียงกับอีกสองวิธี ในขณะเดียวกัน วิธีเบส์และวิธีเอ็มพิริคัลเบส์ให้ค่า

ใกล้เคียงกันและมีค่าสูงขึ้นเรื่อย ๆ จนถึง   เท่ากับ 8 โดยทั้งสามวิธีให้ค่า ARL ใกล้เคียงกัน และ

เมื่อารามิเตอร์   มีค่ามากกว่า 8 พบว่า ค่า ARL ที่ได้จากทั้งสามวิธีค่อย ๆ มีแนวโน้มลดลงเล็กน้อย 
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เมื่อ m มีขนาดใหญ่ขึ้น ( m 50 ) วิธีสร้างแผนภูมิควบคุมจ านวนรอยต าหนิทั้งสามวิธีมี

แนวโน้มให้ค่า ARL สูงขึ้นเป็นฟังก์ชันเพ่ิม โดยวิธีดั้งเดิมให้ค่า ARL น้อยเมื่อเมื่อพารามิเตอร์   มีค่า

น้อยกว่าหรือเท่ากับ 5 แต่เมื่อพารามิเตอร์   มีขนาดใหญ่ขึ้น ค่า ARL ที่ได้จากวิธีดั้งเดิมมีค่ามากข้ึน

จนใกล้เคียงกับอีกสองวิธี นอกจากนี้ยังพบว่า เมื่อพารามิเตอร์   มีขนาดใหญ่มาก ๆ วิธีดั้งเดิมให้

ค่าสูงสุดเป็นบางกรณี และสลับกันทั้งสามวิธี  

 

5.2 อภิปรายผล 

 ผลการเปรียบเทียบประสิทธิภาพของการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart 

ภายใต้สถานการณ์ที่ก าหนด พบว่า วิธีดั้งเดิมมีประสิทธิภาพน้อยเมื่อพารามิเตอร์จ านวนรอยต าหนิมี

ค่าน้อย ในขณะที่วิธีเบส์และเอ็มพิริคัลเบส์มีประสิทธิภาพใกล้เคียงกันและสูงกว่าวิธีดั้งเดิมเป็นส่วน

ใหญ่ ซึ่งอาจเกิดจากการค านวณหาขีดจ ากัดควบคุมซึ่งวิธีดั้งเดิมกับวิธีเบส์และเอ็มพิริคัลเบส์มีความ

แตกต่างกันอย่างสิ้นเชิงในการก าหนดขีดจ ากัดควบคุม และหากพิจารณาความกว้างของขีดจ ากัด

ควบคุม อาจพบว่าความกว้างระหว่างขีดจ ากัดควบคุมบนและขีดจ ากัดควบคุมล่างมีความแคบกว่า ท า

ให้ผลต่างของความน่าจะเป็นสะสมระหว่างขีดจ ากัดควบคุมมีค่าน้อย ส่งผลท าให้ค่าความยาวรันเฉลี่ย

น้อยกว่าอีกสองวิธีคือวิธีเบส์และเอ็มพิริคัลเบส์ซึ่งมีวิธีการค านวณจากการหาเปอร์เซนไทล์ของฟังก์ชัน

การแจกแจงพยากรณ์ที่ได้จากการก าเนิดชุดข้อมูลเป็นไปตามฟังก์ชันการแจกแจงพยากรณ์ ซึ่งถ้าค่า

ขีดจ ากัดควบคุมที่ให้มีมีความแตกต่างมาก จะท าผลการค านวณค่าความยาวรันเฉลี่ยจากวิธีเ บส์

และเอ็มพิริคัลเบส์มีค่าที่สูงกว่า สอดคล้องกับงานวิจัยของ Raubenheimer และ Merwe (2015) ซ่ึง

ผลการศึกษาพบว่า ส่วนใหญ่วิธีเบส์มีประสิทธิภาพดีกว่าวิธีดั้งเดิม เนื่องจากให้ค่าความยาวรันเฉลี่ยสูง

และค่าอัตราความผิดพลาดการแจ้งเตือนน้อย ซึ่งเป็นค่าที่เป็นที่ต้องการในการวัดประสิทธิภาพของ

แผนภูมิควบคุม 

 เมื่อพิจารณาเปรียบเทียบประสิทธิภาพการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart 

ด้วยวิธีเบส์และเอ็มพิริคัลเบส์ พบว่า สองวิธีนี้มีประสิทธิภาพใกล้เคียงกันมาก เนื่องจากมีค่าความยาว

รันเฉลี่ยใกล้เคียงกัน แต่ส่วนใหญ่พบว่า วิธีเอ็มพิริคัลเบส์มีประสิทธิภาพมากที่สุดเกือบทุกกรณีภายใต้

สถานการณ์ที่ก าหนด ซึ่งเกิดจากการใช้การแจกแจงภายหลังในการหาฟังก์ชันการแจกแจงพยากรณ์

ซึ่งวิธีเบส์ใช้การแจกแจงเบื้องต้นเป็นเจฟฟรีย์ ในขณะที่วิธีเอ็มพิริคัลเบส์ใช้การแจกแจงเบื้องต้นเป็น

การแจกแจงเลขชี้ก าลังซึ่งเป็นกรณีพิเศษของการแจกแจงแกมมาที่ถือว่าเป็นการแจกแจงเบื้องต้นแบบ

คอนจูเกตที่ให้สารเทศที่เป็นประโยชน์ส าหรับการแจกแจงปัวซงที่มากที่สุดการแจกแจงหนึ่ง และ

ได้รับความนิยมในการน าไปใช้ในการประมาณค่าพารามิเตอร์ของการแจกแจงปัวซงโดยวิธีเบส์ 
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5.3 ข้อเสนอแนะ 

 5.3.1 ด้านการน าไปใช้ประโยชน์ 

  ผลการศึกษาการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart และเปรียบเทียบ

ประสิทธิภาพการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart ด้วยวิธีดั้งเดิม เบส์ และเอ็มพิริ

คัลเบส์ พบว่า ส่วนใหญ่วิธีเอ็มพิริเบส์มีประสิทธิภาพสูงที่สุด เนื่องจากให้ค่าความยาวรันเฉลี่ยมาก

ที่สุด และจะมีบางกรณีซึ่งมีจ านวนน้อยที่วิธีดั้งเดิมหรือวิธีเบส์มีประสิทธิภาพสูงที่สุด แต่เมื่อพิจารณา

ค่าความยาวรันเฉลี่ยในกรณีเหล่านั้นจะพบว่า วิธีเอ็มพิริเบส์ให้ค่าที่ใกล้เคียงกันมาก ดังนั้นควรเลือก

วิธีเอ็มพิริคัลเบส์มาใช้ในการสร้างแผนภูมิควบคุมจ านวนรอยต าหนิ c chart เนื่องจากให้ค่าความยาว

รันเฉลี่ยสูงสุดเกือบทุกสถานการณ์ที่ศึกษาไม่ว่าจ านวนหน่วยตัวอย่างหรือค่าเฉลี่ยจ านวนรอยต าหนิ

จะมากหรือน้อยก็ตาม แตกต่างจากวิธีดั้งเดิมและวิธีเบส์ที่ให้ค่าความยาวรันเฉลี่ยสูงทีสุดเป็นบางกรณี

และมีจ านวนไม่มาก 

 5.3.2 ด้านการศึกษาวิจัย 

  จากผลการศึกษานี้ ผู้วิจัยได้ด าเนินการภายใต้การก าหนดการแจกแจงเบื้องต้นเป็นการ

แจกแจงเลขชี้ก าลังและประมาณค่าไฮเปอร์พารามเตอร์ด้วยวิธีภาวะน่าจะเป็นสูงสุด ซึ่งเป็นแนวทาง

ในการศึกษาเปรียบเทียบประสิทธิภาพของแผนภูมิควบคุมจ านวนรอยต าหนิ c chart โดยก าหนดการ

แจกแจงเบื้องต้นที่ให้สารสนเทศมากกว่า เช่น การแจกแจงเบื้องต้นเป็นการแจกแจงแกมมา หรือ

ก าหนดการแจกแจงเบื้องต้นที่ไม่ใช่คอนจูเกต เป็นต้น 

  นอกจากนี้ยังเป็นแนวทางให้นักวิจัยหรือผู้สนใจน าวิธีเอ็มพิริคัลเบส์ไปใช้ในการสร้างและ

หาประสิทธิภาพของแผนภูมิควบคุมอ่ืน เช่น แผนภูมิควบคุมสัดส่วนผลิตภัณฑ์เสีย แผนภูมิควบคุม

จ านวนผลิตภัณฑ์เสีย แผนภูมิควบคุมค่าเฉลี่ยและพิสัย เป็นต้น หรือใช้ในกระบวนการการควบคุม

คุณภาพเชิงสถิติด้านอ่ืน เช่น แผนการชักสิ่งตัวอย่างเพ่ือการตรวจสอบ แผนการชักสิ่งตัวอย่างเพ่ือการ

ยอมรับ เป็นต้น 
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